2

A Tale of Two (Types of) Memberships: Comparing
Mixed and Partial Membership with a Continuous
Data Example

Jonathan Gruhl
Department of Statistics, University of Washington, Seattle, WA 98195, USA

Elena A. Erosheva
Department of Statistics, University of Washington, Seattle, WA 98195, USA

CONTENTS
2.1 INtrodUCHON ........iu 16
2.2 Compositional Playing Styles of NBA Players .............cooiiiiiiiiiiiiiiiniiiinenn. 17
2.3 Two Types of Membership ..........ooouiiiiii e 19
2.3.1 Mixed Membership Model ........ ... ... 19
2.3.2  Partial Membership Model ........ ... ... 21
2.4 Comparison of Partial and Mixed Membership ....................o.oiiiiiiiii. 21
241 Continuous Data ..........otiriiir i 22
Scenario 1: Same Variances Across Pure Types ....................ooiii.. 25
Scenario 2: Different Variances Across Pure Types ..., 25
242 Binary Data ........... 28
2.5 A Correlated Partial Membership Model for Continuous Data ............................... 30
2.5.1 Correlated Memberships .......... ...t 30
2.5.2 A Correlated Partial Membership Model ....................cociiiiiiiiiii.. 30
2.5.3  EStMALION ...ttt e 31
2.6 Application to the NBA Player Data ......... ... i 32
2.7  Summary and DiSCUSSION .. ........iunint e 35
References ... 36

Mixed membership models such as the Grade of Membership and latent Dirichlet allocation models
have primarily focused on the analysis of binary and categorical data. In this chapter, we will
focus on exploring the performance of two different types of membership models with continuous
data: one that has a classic mixed membership structure and one that has a partial membership
structure. The Bayesian partial membership model was recently proposed by Heller et al. (2008) as
a promising alternative to mixed membership motivated by continuous data. The Bayesian partial
membership model based on exponential family distributions allows for computationally efficient
modeling of a variety of data types. Heller et al. (2008) demonstrated a partial membership analysis
of a discrete dataset. In this work, we use a dataset that has a collection of continuous variables
describing NBA (National Basketball Association) players and their playing styles as a motivating
example. Although NBA players are typically assigned to one of five player positions, the language
used to describe players and playing styles is often suggestive of individual-level mixtures. In this
chapter, we compare the exponential family form of the Bayesian partial membership model with
the general mixed membership model on simulated binary and continuous data. We then extend
the partial membership framework to account for correlated membership scores. Based on the
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properties of the two types of models and the nature of the NBA data, we argue for choosing a
partial membership model over a mixed membership model in this case. We show how the NBA
players can be modeled as individual-level mixtures using the correlated partial membership model.
To our knowledge, this is the first individual-level mixture analysis of continuous data.

2.1 Introduction

Mixture models provide a model-based approach to clustering. Population-level mixture models de-
scribe a population as a collection of subpopulations where each individual (or observational unit)
belongs exclusively to one of the subpopulations (Lazarsfeld and Neil, 1968). Individual-level mix-
ture models, on the other hand, allow each individual to belong to multiple subpopulations at once,
with varying degrees of membership among individuals (Woodbury et al., 1978; Pritchard et al.,
2000; Blei et al., 2003; Erosheva, 2002). Because the instance of individuals belonging exclusively
to one subpopulation is a special case of individuals belonging simultaneously to multiple subpopu-
lations, individual-level mixture models can be viewed as a relaxation of population-level mixtures
such as finite mixture or latent class models.

The family of mixed membership models constitutes the predominant means of employing
individual-level mixture models. At a high level, the mixed membership model assumes that data
arise from individual-specific distributions that are arithmetic averages of the subpopulation distri-
butions with individual-specific weights. Heller et al. (2008) formulated an alternative structure for
individual-level mixtures, the Bayesian partial membership model, where the data can be viewed
as arising from a (normalized) weighted geometric average of the subpopulation distributions with
individual-specific weights.

When the subpopulation distributions are of exponential family form, the partial membership
model allows for computationally efficient, individual-level mixture modeling of a variety of data
types. In this chapter, we concentrate on the exponential family form of the partial membership
model and compare this model to corresponding mixed membership models for the binary data case
and the continuous data case. We highlight the differences in the data-generating behavior between
the two types of models which have connection to the work of Galyardt (2014).

To demonstrate an individual-level mixture model analysis with continuous data, we use (NBA)
National Basketball Association player statistics from the 2010-11 season (Hoopdata, 2012). The
case of continuous data is of particular interest as existing individual-level mixture models have
given less attention to continuous data. Even though the general class of mixed membership models
(Erosheva, 2002) can accommodate any type of outcome (discrete or continuous), or even a mix of
different types of outcomes in a model, the early independent developments have been motivated
by discrete data problems whether in genetics, medicine, or computer science. Likewise, existing
applications of mixed membership models primarily focus on binary, multinomial, and rank data:
medical classification based on observed symptoms (Woodbury et al., 1978), counts of words in
documents (Blei et al., 2003), responses to binary or multiple choice survey items such as disability
manifestations (Erosheva et al., 2007), voter rankings of political candidates (Gormley and Murphy,
2009), counts of features present in an image (Wang et al., 2009), presence or absence of interactions
between units (Airoldi et al., 2008), etc. A mixed membership analysis of continuous gene expres-
sion data with the latent process decomposition model by Rogers et al. (2005) is an exception. One
reason for the continued focus of mixed membership models on discrete data is that little is known
about this type of modeling for continuous data, and that basic examples of mixed membership for
continuous data do not seem realistic.

The rest of the chapter is organized as follows. We provide more background on the NBA player
data in Section 2.2. Section 2.3 provides a review of the mixed membership model and the partial
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membership model (no implied connection to the partial membership model in Erosheva, 2004).
We compare the models and their applications to binary and continuous data in Section 2.4. Our
comparison of these models for the continuous data case helps explicate our decision to use the
partial membership for the NBA data analysis. In Section 2.5, we introduce an extension of the
partial membership model that allows us to accommodate correlations among class membership
scores. In Section 2.6, we analyze NBA playing styles using the correlated partial membership
model.

2.2 Compositional Playing Styles of NBA Players

In the New York Times basketball blog Off The Dribble, Joshua Brustein highlighted NBA-related
research presented at the 2012 MIT Sloan Sports Analytics Conference (Brustein, 2012). Team
chemistry and construction were recurring themes in the research with the intent of understanding
how team chemistry and construction might relate to winning. In understanding the team construc-
tion process, comparing it across teams, and ultimately relating it to game outcomes, it is helpful to
be able to group players by playing style and/or ability.

Typically, basketball players are assigned to one of five positions: point guard (PG), shooting
guard (SG), small forward (SF), power forward (PF), and center (C). Some players may play multi-
ple positions. For instance, some players may play both the point guard and shooting guard positions
or both the small forward and power forward positions. NBA observers may commonly use a more
informal typology of players with three categories that consolidate the above positions by physical
attributes and function on the court: point guard, wings (shooting guards and small forwards), and
bigs (power forwards and centers). However, current positions and player assignments to those po-
sitions may not fully reflect the variety of playing styles (Lutz, 2012). To classify players based
on their playing style as reflected in their statistics, Lutz (2012) carried out a model-based cluster
analysis of players based on their season statistics. We would like to take a different approach and,
rather than assign players to strictly one playing style or identify clusters that are themselves mix-
tures of more pure clusters, assume that players themselves demonstrate compositions of different
pure playing styles. This assumption is intuitively plausible. For instance, the term “combo guard”
is regularly used to describe a player who combines the skills and the playing style of a typical point
guard and a typical shooting guard. As a result, we would like to use an individual-level mixture
model for our analysis of the NBA data.

To characterize players, we consider 13 different statistics from the 2010-11 NBA season avail-
able on hoopdata.com (Hoopdata, 2012). Our dataset is composed of 332 players who had played
30 or more games and averaged 10 or more minutes per game. We selected 13 statistics that char-
acterize different elements of players’ styles; these largely overlap with the statistics used by Lutz
(2012) in a model-based cluster analysis of similar data.

The variables in our dataset include: minutes played per game, percent of made field goals
that are assisted, assist rate, turnover rate, offensive rebound rate, defensive rebound rate, steals
per 40 minutes, blocks per 40 minutes, and number of shots attempted per 40 minutes at each of
the following locations: at the rim, from 3-9 feet, from 10-15 feet, from 16-23 feet, and beyond
the 3-point line. All of the variables are continuous, but some, such as minutes played per game
(maximum of 48) or percent of field goals made (0-100), are restricted in their range.

In addition to these variables, Lutz (2012) also included the number of games played as another
statistic in the cluster analysis. We elected not to use this variable as it is likely to be influenced
by events such as injuries that may have little connection to a player’s style. Table 2.1 lists the
variables, their abbreviations, and formulas of calculated statistics in our dataset.

Figures 2.1 and 2.2 display two bivariate scatterplots for selected player statistics. The data pat-
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TABLE 2.1

Variables, abbreviations, and formulas (if calculated).
Variable Description and Formula
Min Minutes played per game
% Ast Percent of made field goals that are assisted "= £02s it are ;f)s;f;ed
AR Assist Ratio FGA+(F?"§i>Zt:§4>§l§?F(")Furnovers
TOR Turnover Ratio FGA+ &%TXO;?ZZ>§}rQFOL1rn0verS
ORR Ofensive Rebound Rate 100 e O TEm e
DRR Defensive Rebound Rate (Pt?y(i:&’iaie&?ﬁl;;;;&fg;‘g&i@))
Rim Attempted field goals at the rim per 40 minutes
Close Attempted field goals from 3-9 feet per 40 minutes
Medium Attempted field goals from 10-15 feet per 40 minutes
Long Attempted field goals from 16-23 feet per 40 minutes
3s 3-point field goals attempted per 40 minutes
Stls Steals per 40 minutes
Blks Blocks per 40 minutes

terns presented in Figures 2.1 and 2.2 are typical of other bivariate scatterplots in this dataset (not
shown). The shapes of the plotted points indicate the player’s position. In the list of positions in the
legend, the positions ‘G’, ‘GE,;” and ‘F’ are listed in addition to the five main positions listed earlier.
Hoopdata.com uses these designations in their positional assignments to describe players who reg-
ularly play multiple positions. G (guard) is typically used to describe a player who plays both point
guard and shooting guard, GF (guard-forward) to describe a player who plays both shooting guard
and small forward, and F (forward) to describe a player who plays both small forward and power
forward.

Figure 2.1 plots the assist and turnover ratios of the players. The data appear to fan out from
the lower left corner, adopting an almost triangular shape. Within this shape, we can see some
patterns. Players designated as point guards and guards dominate the points in the upper right.
Players manning the forward, power forward, and center positions generally appear to have low
assist ratios and span the range of turnover ratios, comprising the points lining the left side of the
plot.

Figure 2.2 presents the corresponding plot for defensive rebound rate and 3-point field goals
attempted per 40 minutes. We see a different pattern in this data with a clear cluster of players
comprised of forwards, power forwards, and centers that rarely attempt 3-point field goals. Separate
from this cluster is a cloudlike structure of points that tends to shoot some 3-pointers. Within the
cloud, we see that point guards tend to have lower defensive rebound rates while forwards, power
forwards, and centers tend to have higher rebound rates.

Our first step with individual-level mixture modeling for these data is to identify which compo-
sitional representation of continuous data is better suited for analyzing NBA player statistics. Next,
we will present formulations of mixed membership and partial membership models and examine
the data-generative capabilities of these models for both discrete and continuous data.



A Tale of Two (Types Of) Memberships 19

e
]
i

Pos
i)
= PG
e T y
= 20 £ % . O e : 3 GISGIGF
- % 5 L e
2 : b x x O g + |SFIF
= . +, w G o O QoY
= |f t E TR e ol g < PFIC
+. : # "
- 1- 1 |_—1 " L
i . ['F'" K g V]
0 " *L'&"; B,
. |__-H i
i i [} i i
0 20 410 &0 &0
Assist Ratio
FIGURE 2.1

Bivariate scatterplot of players’ assist ratio and turnover ratio. The symbols of the points represent
the different positions of each player.

2.3 Two Types of Membership

In this section, we introduce the mixed membership and the partial membership models. For each
of these two individual-level mixture models, we first consider a standard population-level mix-
ture model formulation and then present each individual-level mixture model as a relaxation of
the population-level mixture. Heller et al. (2008) used Bayesian methods to estimate the partial
membership model. Similarly, Bayesian methods are frequently employed with mixed membership
models. As we will see, the hierarchical Bayesian representations of the two models have many
features in common.

2.3.1 Mixed Membership Model

Let y; be a vector of p outcomes for the 7th individual or observational unit. We use K to denote the
number of pure types or mixture components. Let py(-) specify the density particular to pure type
k, and let 6, represent the parameters characterizing py(-) for pure type k. The population-level
mixture model with K components assumes the existence of K membership indicator variables,
m;, for each individual 7 that designate the cluster or pure type to which the individual belongs.
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FIGURE 2.2

Bivariate scatterplot of players’ defensive rebound rate and 3-point field goals attempted per 40
minutes. The symbols of the points represent the different positions of each player.

As such, m;, € {0,1} with the restriction ), m;; = 1. The probability density for y;, given a
collection of parameters ® = (61,...,60k) for all K pure types and given the latent pure type
membership indicator 75 for pure type k and individual 4, is

K
p(yil®, 7)) = mirpr(yilOr)- 2.1
K

For the mixed membership model, one replaces m;; with a membership score g;;. Instead of
being restricted to either O or 1, the membership score g;1 is allowed to range continuously between
0 and 1, subject to the constraint ) _, g;» = 1. The mixed membership then takes the form

J K
p(yil®,g:) =[] D girpin(vij|0;1)- 22)

i ok
Here, conditional on the membership vector g; = (g1, - - -, gix ), the observations y; are assumed

to be independent.
In the Bayesian representation of the model introduced, g; ~ Dg(a, p), where D, is a prior suit-
able for compostional parameters and «, p are hyperparameters. As g; lies in the K — 1 probability
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simplex, the most common choices for D, are the Dirichlet (Blei et al., 2003) and logistic normal
(Blei and Lafferty, 2007) distributions. For the class-specific and outcome-specific parameters, 0,
a conjugate prior, is typically assumed:

9]16 ~ COHj()\, V)v (2.3)

where A, v are hyperparameters. The mixed membership model has a latent class representation
that suggests a data augmentation approach for estimation (Erosheva, 2003). This approach adds an
additional level of hierarchy to the model by including latent classification variables.

2.3.2 Partial Membership Model
An alternative means of specifying Equation (2.1) is through the product of the densities:

K
p(yil©®,7) = [ [ pi(yilOk) ™. 24
k

We specify the partial membership model by relaxing Equation (2.4) so that

K
1 .
P(yi®,8) = - [ [ pi(yilon) ™, 2.5)
k

where g;; € [0,1] and ¢ is a normalizing constant. Heller et al. (2008) further highlights the case
where py, is an exponential family density (denoted Exp(-)):

Pr(yiltr) = Exp(thy). (2.6)

Here, 15, denotes the natural parameters for pure type k. Let ¥ denote the collection of the natural
parameters for all pure types.
Substituting exponential family densities for p; in Equation (2.5), we obtain

p(y:|¥,g) = Exp (Z gm> : 2.7)
k

In addition, let the natural parameters for each pure type follow a conjugate prior distribution
wk ~ COHj()\, V)7 (28)

where A, v are hyperparameters. As with the mixed membership model, we assume g; ~ Dy(c, p)
where D, is a prior suitable for compostional parameters and c, p are hyperparameters.

Conditional on the membership scores, y; is distributed according to the same exponential fam-
ily distribution as the pure types but with natural parameters that are a convex combination of the
natural parameters of the pure type distributions. The use of the exponential family distributions
allows one to model a variety of outcome types. Going forward, we focus on this particular case of
the Bayesian partial membership model.

2.4 Comparison of Partial and Mixed Membership

In this section, we compare and contrast the partial membership model with the mixed member-
ship model using simulated data. Figure 2.3 provides a graphical comparison of the models’ data
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generative processes. Although the generative structures are otherwise very similar, we see that
whereas the mixed membership model assumes local independence (i.e., the outcomes are condi-
tionally independent given the pure type memberships), the partial membership model makes no
such assumption. What we can not see in Figure 2.3 is how the pure type parameters and member-
ship scores are combined together mathematically to define the individual-level distributions of the
outcomes. To explore this, we examine scatterplots for data generated by the two types of models
when the data are continuous and probabilities of success generated by the respective models when
the data are binary. Understanding the differences in the continuous data case will help us select an
appropriate model for the NBA player data introduced in Section 2.2.

O GNCIONENORO
x/ w

( Pure Type k /

Outcome j

Q)
W

Pure Type k

Individual © Individual i

FIGURE 2.3
Graphical representations of the mixed membership (left) and partial membership models (right).

2.4.1 Continuous Data

For both the partial and mixed membership models, we begin by assuming that the pure type den-
sities are normal. We allow the means of the normal distributions to vary by pure type. Similar to
model-based clustering with the mixtures of normals (Fraley et al., 2012), different specifications
are possible for the variances. For this work, we will focus on two cases. In the first case, we con-
sider variance specifications to be the same across the pure types. In the second case, we allow the
variances to differ across pure types. While the mixed membership model uses a local independence
assumption, the partial membership model does not. Hence, for the partial membership model, we
additionally consider two cases of variance specification: the case where the outcomes are corre-
lated, conditional on the membership scores, and the case where the outcomes are uncorrelated,
conditional on the membership scores. Next, we specify mixed membership and partial member-
ship models for continuous data with normally distributed pure types before examining scatterplots
of simulated data under the different scenarios of variance specification.

Mixed Membership

Under the mixed membership model and a local independence assumption, each outcome ¥;;, con-
ditional on the pure type memberships for individual ¢, is distributed

Yijlgi, © ~ ZgikN (ks 05) - (2.9)
k
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If we restrict U?k = UJQ- so that the variances do not differ by pure type, then the model formula-
tion remains the same. As we will see, in the case of the partial membership model, the model
formulation can be simplified under the same restriction.

Partial Membership

In the case of the partial membership model, we may assume multivariate normal densities as we
are not restricted to the conditional independence assumption. The observed data for individual ¢, y;
will also be multivariate normally distributed conditional on the pure type membership for individual
1 and the pure type parameters (recall Equation 2.7). The natural parameters of a multivariate
normal distribution are X! and —%E_l, where p and X are the mean and covariance matrix
of a multivariate normal distribution. Let ® = {uy, Xy, k = 1,..., K} denote the collection of
pure type means and covariance matrices. As a result, the natural parameters of p(y;|g;, ©®) are
Dok gikEgluk and f% Dok gik2g1.

Using the standard parameterization for the multivariate normal distribution, the vector of ob-
served data, y;, is conditionally distributed

1

—1 —
Yilgi, ® ~ N (Z ngkE;Zl) (Z g,-,kz,:luk> : <Z gikz,f) : (2.10)
k k k

If we restrict X1 = --- = X = X, then

yilgi,® ~N (Zgikﬂkn 2) : (2.11)
k

Finally, if we assume the outcomes y; are conditionally independent given the pure type mem-
berships (local independence), each outcome y;; conditional on the pure type memberships for
individual ¢ is distributed

1

-1 _
Yij|8i, © ~ N (Z gikUj_,f) (Z gikUﬁijk) ; (Z giko'j_]f) ) (2.12)
k k k

where U?k is the j-th diagonal element of 3, now a diagonal matrix.

Simulated Data Scenarios

We now compare data generated by each of the two models. Consider three pure types with two
normally distributed outcomes. We present the means for each pure type in Table 2.2.

For the variance specifications, we explore two scenarios, one where the variances for each out-
come are the same across pure types and a second where the variances differ across pure types. For
each scenario, we consider three models: a mixed membership with a local independence assump-
tion, a partial membership with a local independence assumption, and a partial membership model
with no restrictions on dependence.

Table 2.3 summarizes Scenario 1 for which we assume the variance for the first outcome is 4 for
all pure types and 9 for the second outcome for all pure types. Because of the local independence
assumption used in the mixed membership model, there is no correlation between the two outcomes.
As a means of comparison, we consider a corresponding partial membership model that employs
the local independence assumption and hence also has the correlation between the two outcomes
restricted to 0. Finally, the partial membership model without a local independence assumption
assumes a correlation of 0.4.

Table 2.4 presents the corresponding information for Scenario 2 where the covariances may vary
by pure type. For the partial membership model with full covariance matrix, the correlations by pure
type were set to 0.4, -0.4, and 0.7.
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TABLE 2.2
Pure Type Means.
Pure Type
QOutcome |1 2 3
1 10 25 40
2 25 40 10
TABLE 2.3
Covariance matrices under Scenario 1.
Model Pure Types 1-3
Mixed Membership 3 8
. . 4 0
Partial Membership (Uncorrelated) 0 9
. . 4 24
Partial Membership (Correlated) 24 9
TABLE 2.4
Covariance matrices under Scenario 2.
Pure Type
Model 1 2 3
4 0 9 0 9 0
Mixed Membership
0 16 0 1 0 4
) ) 4 0 9 0 9 0
Partial Membership (Uncorrelated)
0 16 0 1 0 4
4 3.2 9 —-1.2 9 4.2
Partial Membership (Correlated)
3.2 16 —-1.2 1 42 4
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Scenario 1: Same Variances Across Pure Types

Under Scenario 1, we assume the pure type covariances are common across all three pure types. We
keep the population parameters constant and vary the distribution of membership scores to produce
scatterplots of observed data.

We generated 1000 random membership vectors from a Dirichlet (ap) distribution with a = 1
and p = (1/3,1/3,1/3). Using these membership scores, we simulated 1000 bivariate outcomes.
The results are depicted in Figure 2.4(b). The left plot shows the mixed membership model and the
center plot displays the corresponding partial membership model with a diagonal covariance matrix
(i.e., local independence was assumed as in the case of the mixed membership model). The right
plot shows partial membership model results with a full covariance matrix where the variances of
the outcomes are the same as the previous two cases but the correlation between the outcomes is set
to 0.4.

In Figure 2.4(b), the mixed membership model generates points in three columns. Looking
more closely, each column can be divided horizontally into three parts corresponding to the means
for each pure type for y;2. Dividing the columns in this manner produces K2 = 9 clusters of points,
consistent with the latent class representation described by Erosheva (2006) and the more extreme
depiction presented in Figure 4 in Heller et al. (2008). The partial membership model, in both the
diagonal and full covariance matrix cases, generates points in a more cloud-like structure. One can
see that the partial membership model with the full covariance matrix generates a set of points that
is “rotated,” albeit slightly, as compared to the set generated by the partial membership model with
a diagonal covariance matrix.

By varying the values of a, we can further compare the models. If we set a = 10, the member-
ship scores will fluctuate more closely around 1/3 than a = 1. Figure 2.4(c) presents 1000 generated
data points with membership scores generated from a Dirichlet (ap) distribution with ¢ = 10 and
p = (1/3,1/3,1/3). In the case of the mixed membership model, the K? clusters become slightly
more apparent while the data generated by the partial membership models reduce to single clusters
with less variation. If we set ¢ = 1/10, the membership scores tend to be closer to the extremes 0
or 1. Figure 2.4(a) presents the simulated data from each model with this set of membership scores.
The three plots now appear largely similar. The primary differences are that the set of points gen-
erated by the partial membership model with full covariance matrix is “rotated” as compared to the
other two and that the mixed membership model appears to show greater variation in points on the
periphery.

Scenario 2: Different Variances Across Pure Types

We subsequently generate data points from each individual-level mixture model according to Sce-
nario 2. Again, the pure type covariances for Scenario 2 are listed in Table 2.4. Figure 2.5(b)
presents the data generated by the mixed membership model, the partial membership model with
diagonal covariance, and the partial membership model with unrestricted covariance for a = 1. The
sets of points generated by the mixed membership and partial membership model with diagonal
covariance appear rectangular in shape. The set of points from the partial membership model with
diagonal covariance is more densely populated in the center while one can faintly make the clusters
in the set of points generated by the mixed membership model. The partial membership model with
full covariance matrices on the other hand is more triangular in structure.

Figures 2.5(c) and 2.5(a) provide the corresponding plots for membership vectors generated by
a = 10 and a = 1/10, respectively. With a = 10, we again see the greater concentration of
points into a single cluster for the partial membership models while the different clusters become
a little more apparent for the mixed membership model. In the case of a = 1/10, the mixed
membership and partial membership with diagonal covariance models again appear very similar.
The full covariance partial membership model, however, displays a triangular boundary with an
empty center.
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Simulated data according to different individual-level mixture models assuming variances are the
same across pure types. Each panel contains: mixed membership (left), partial membership with
local independence assumption (center), partial membership with full covariance matrix (right). The
solid points represent the pure type centers and the dashed ellipses represent 2SD contours.
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Simulated data according to different individual-level mixture models for the case where the vari-
ances are different across pure types. Each panel contains: mixed membership (left), partial mem-
bership with local independence assumption (center), partial membership with full covariance ma-
trix (right). The solid points represent the pure type centers and the dashed ellipses represent 2SD
contours.
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Overall, while the mixed and partial membership models can produce scatterplots that look
very similar for some special cases of the distribution of the membership scores, we observe that
the partial membership models generate scatterplots that are more contiguous. At the same time,
we emphasize that placements of pure type means and variances, as well as the selection of the
distribution of the membership scores, can create different patterns that would not be as easy to
recognize as either mixed or partial membership. To investigate this further, one could consider a
template for variance specification as provided by model-based clustering with Gaussian clusters
(Fraley et al., 2012).

2.4.2 Binary Data

We now examine the mixed and partial membership models for binary data. We follow a geometric
approach (Erosheva, 2005) where we keep the population parameters constant and examine popu-
lation heterogeneity manifolds obtained by letting subject-level parameters vary over their natural
range.

In the case of binary data, we compare the models by examining the probability of a positive re-
sponse, p(y;; = 1|g;, ©), for outcome j and individual ¢, conditional on the pure type membership
of individual 7. Let 6;;, denote the probability of a positive response for pure type k and outcome j.
Then,

0ij = p(yis = 112,0) = > girbj, 2.13)
k

so that y;;|g, ® has a Bernoulli distribution where the probability of a positive response is a
weighted arithmetic mean of the pure type response probabilities.

In the case of the partial membership model, y;;|g,® also has a Bernoulli distribution
but where the natural parameter is a convex combination of the pure type natural parameters,
> ok gieln[0ik /(1 — 651)]. As aresult,

ML
7%+ L= 007

In the case of the partial membership model, the probability of a positive response (Equation 2.14)
is a normalized weighted geometric mean of the pure type response probabilities.

We now examine how these differences in the mixed membership and partial membership mod-
els for binary data manifest themselves for different pure type membership and parameter values.
We consider K = 2 pure types and p = 2 outcomes. Let g; denote the degree of membership for
an arbitrary individual in the first pure type; the degree of membership in the second pure type is
then 1 — g;. We examine 0;;, the marginal probability of a positive response for outcome j, and
individual ¢ given by Equations (2.13) and (2.14) for the two types of models, respectively.

Table 2.5 presents five sets of the pure type response probabilities, 6;;; the corresponding
marginal probability plots appear in Figure 2.6. Treating the pure type response probabilities as
constant, we examine population heterogeneity manifolds obtained by letting membership scores g;
vary over their natural range from O to 1. The darker points indicate the population heterogeneity
manifolds obtained with the partial membership model for given 6;; and 6,5, whereas the lighter
points indicate the corresponding manifolds for the mixed membership model.

For Scenario 1, we see that the heterogeneity manifold for the partial membership model is a
nonlinear path that closely resembles the heterogeneity manifold for the mixed membership model.
As the pure type response probability 617 decreases and 55 increases over the five scenarios, the
paths of points increasingly diverge. Finally, for Scenario 5, the partial membership model produces
the heterogeneity manifold that takes only three pairs of values, sitting at the corners of the marginal
probability space. At g; = 0 and g; = 1, the partial membership model produces 6;; values

0i; = p(yi; = 1|8, ©) (2.14)
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TABLE 2.5
Pure type response probabilities.
Scenario 911 912 921 922
1 0.1 08 03 0.6
2 005 08 03 095
3 001 08 03 0.99
4 0.001 0.8 0.3 0.999
5 0 08 03 1
Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5
1.0-
0.8-
[ . MM
@ 0.6- A PM
0.4+
0.00 0.25 0.50 0.75 0.00 0.25 0.50 0.75 0.00 0.'2590."50 0.75 0.00 0.25 0.50 0.75 0.00 0.25 0.50 0.75
i1
FIGURE 2.6

Marginal probability plots for Scenarios 1-5 in Table 2.5 obtained with the partial membership
model (darker) and the mixed membership model (lighter).

equivalent to the mixed membership model. For values of g;, 0 < ¢g; < 1, in Scenario 5, §;; = 0, and
0;2 = 1 under the partial membership model. Consistent with the geometric mean representation in
Equation (2.14), in scenarios where one of the pure type conditional response probabilities equals 1,
any partial membership in the pure type implies that that individual’s probability for that outcome
must be 1. Similarly, when one of the pure type conditional response probabilities equals 0, any
partial membership in that pure type implies that the probability for that outcome must be 0. We
do not observe this property in the mixed membership model that employs the arithmetic mean to
derive individual-specific marginal probabilities (Equation 2.13). Moreover, as one of the pure type
probabilities decreases to 0 or increases to 1, the population heterogeneity manifolds obtained under
the partial membership and mixed membership models increasingly diverge, as shown in Figure 2.6.

Overall, we have demonstrated that the partial and mixed membership models exhibit different
data-generating behavior. In the case of continuous data, the partial membership model generates
data in more contiguous patterns that may be more natural for some applications. However, except
for some special cases, it may not be possible to tell the nature of individual-level mixing from
scatterplots. Hence, data mechanisms need to be considered.

Our decision for the analysis of the NBA data is to use a partial membership model. We be-
lieve that a partial membership model could better describe the types of data patterns displayed in
Figures 2.1 and 2.2 than a mixed membership model. However, an equally important factor in our
decision is the nature of individual-level mixing in the data. The NBA player data contain variables
that themselves are summary statistics as opposed to individual player’s actions. While mixed mem-
bership modeling should be more appropriate for the latter type of data that could exhibit changes
in (latent) pure type assignments for each variable, we find the partial membership representation to
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be more consistent with the averages reported over an NBA season. These considerations are akin
to the switching and blending interpretations discussed in Galyardt (2014).

2.5 A Correlated Partial Membership Model for Continuous Data

Before analyzing the NBA player style data with a partial membership model for continuous data,
we develop an extension of the partial membership model that allows for correlated membership
scores. We subsequently discuss estimation of the correlated partial membership model.

2.5.1 Correlated Memberships

One limitation of the partial membership model as originally formulated is its inability to flexibly
accommodate correlations among an individual’s membership in the pure types. The Dirichlet prior
induces a small negative correlation among the pure type memberships in individuals. Blei and
Lafferty (2007) addressed this shortcoming in mixed membership topic models by replacing the
Dirichlet prior for individual membership scores with a logistic normal prior. Under this model,
draws from the multivariate normal are transformed to map the probability simplex so that the
values are positive and constrained to add to 1,

ng, ~N(p,X), (2.15)

_exp(ng,,)
9ik = < __,_ -
Zl eXP(’]g“)

Because of the constraints that ), g;r = 1, we fix the K'th element of 7, to 0 so that the vector
contains only K — 1 free elements and p and X have dimensions K — 1 and (K — 1) x (K — 1),
respectively. Atchison and Shen (1980) discuss properties and uses of the logistic normal, including
a comparison with the Dirichlet distribution. They suggest that the logistic normal can suitably
approximate the Dirichlet distribution so that little, if anything, would be lost if we applied the
logistic normal in cases where a Dirichlet prior would be appropriate.

(2.16)

2.5.2 A Correlated Partial Membership Model

To model the continuous data in the NBA example, we assume the observed data points for indi-
vidual ¢, y; are conditionally independent given the pure type memberships for the individual, g;.
Equation (2.9) gives the distribution of y;; under this assumptions. Now let 7;;, = o;,f and let
ol = a;,f ;% in Equation (2.9) so that 7;; and ¢, correspond closely to the natural parameters
of a normal distribution. Moreover, let © = {gx, ®jk, Tjk, pr,j =1,..., L k=1,..., K}

For a1, and 71, we specify normal and gamma prior distributions, respectively. The elements
of the mean vector of the untransformed pure type memberships, pg, are also specified to have
normal prior distributions. For the covariance matrix for the untransformed pure type memberships,
3}, we use an inverse Wishart prior distribution. Fully stated, the correlated partial membership
model for continuous data is

-1 -1
Yij|8i; © ~ N (Z giijk> (Z gikajk> ; (Z giijk> ; (2.17)
k k k

aj ~ N (majk,sijk) : 2.18)
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Tjk ~ Gamma (vr,, -, ) , (2.19)
exp(Tg.,)
Jik = = (2.20)
Zl eXP(Ugu)
pre ~ N (my,,s2.) (2.22)
3 ~ Inv. Wishart (v, Sx;) . (2.23)

In order to obtain posterior samples of 11 and af-k rather than o, and 7, we may transform the
posterior samples of o and 7;; to pj and o?k.

2.5.3 Estimation

Let €2 denote the set of hyperparameters for the prior distributions of the parameters in ® as speci-
fied in Equation (2.17). The joint probability of Y and ® conditional upon €2, 3 is

I J K 1/2
p(Y, ®|Evﬂ) = HH (277)_1/2 (Z giijk>
i k
2

K gt K -1k

ik Tjk

- exp —% yij_<zgik7jk> > g
k k

, \"1/2 1 5
(27rsajk) exp | =55 (ajk — majk) (2.24)

Qjk

¢<Tj'k7;”'" ! exp (*Q%%Tjk)

(K- _ 1 _
() 2 o (-3 - )7 B ()

As Heller et al. (2008) noted, all of the parameters in ® are continuous and, moreover, we may take

the derivatives of the log of the above probability expression. As a result, the problem of Bayesian
estimation for this model lends itself to Hybrid (Hamiltonian) Monte Carlo. Hybrid Monte Carlo
uses the derivative of the log joint probability to inform its proposals. As a result, in high dimen-
sions, this algorithm may outperform more traditional algorithms such as Metropolis-Hastings or
Gibbs sampling. For a thorough introduction to Hybrid Monte Carlo, see Neal (2010). In order to
avoid the imposition of non-negativity restrictions on 7;;, in the Hybrid Monte Carlo algorithm, we
employ the transformation 7,,, = log(7;x) so that the parameter may take values unrestricted over
the real line.

We do not rely on Hybrid Monte Carlo to draw 3 but rather draw 3 in a separate Gibbs step
for the correlated partial membership model. Thus, to sample (@, X), we apply a Gibbs sampling
algorithm where the first step involves sampling ® via Hybrid Monte Carlo and then X from its full
conditional distribution,

% ~ Inv. Wishart (vs +n, S5 + (Ha — 1,p7)" (He — 1,07) ), (2.25)

where Hg is an x K — 1 matrix of the untransformed membership scores.
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2.6 Application to the NBA Player Data

We now apply the correlated membership model to NBA player data from the 2010-11 season. We
considered models with 4, 5, and 6 pure types. We employed posterior predictive model checks
to examine the fit of the model-based marginal distributions and rank correlations to the observed
data. We ultimately settled on a model with 5 pure types as this model had the smallest number of
classes that still provided sufficient fit to the data. The 5 pure type correlated partial membership
model resulted in easily interpretable classes from a substantive viewpoint. Also, each pure type
had at least one membership score above 0.20, meaning that at least one player had 1/5 or more of
their membership in that type.

We ran the Gibbs sampling algorithm with a Hybrid Monte Carlo step for 80,000 iterations,
keeping every 20th draw. We discarded the first 1000 of the retained draws as burn-in, leaving us
with 3000 samples from the posterior distribution. To asses convergence, we examined trace plots
and used the Geweke (Geweke, 1992) and Raftery-Lewis (Raftery and Lewis, 1995) diagnostic tests.

In examining the posterior estimates for the pure type specific means, 5, presented in Ta-
ble 2.6, we notice that some of the posterior means take negative values when all of the statistics
recorded are strictly positive. For example, in the case of the % Ast statistic (the percentage of
made field goals that are assisted), the range of the data is [0, 100], yet only one of the estimated
pure type means lies inside this range. This observation is not worrisome by itself as it could be
that no individual has high membership values in the pure types with negative means. We are more
concerned with the associated predictive distributions for the observed data that are directly related
to model fit. Nonetheless, when a pure type is characterized by values outside the range of observed
data, the interpretation of this pure type is more complicated than of those pure types that can in
principle be achievable in the population.

Figure 2.7 presents a posterior predictive model check that compares the marginal distribution
of the percent of made fields goals assisted (% Ast) statistic against the replicated values for the
statistic. The histogram depicts the observed data while the black points represent the posterior
predictive mean count of replicated values falling in the corresponding bin. The black segment
represents the 95% credible interval. We observe in Figure 2.7 that the model fits the marginal
distribution of the data well; we obtained similar findings for other variables (not shown).

Although the model provides a good fit to the observed data, the shortcoming of this model is
that it still places (small) non-zero predictive density in the improbable region of the data. This
shortcoming will naturally arise when we use a normal distribution to model range-restriced data.

Examining the ordering of the posterior means can provide us with a way to characterize the
pure types in relation to one another. Table 2.6 illustrates that pure type 1 comprises players who
play a high number of minutes (Min), have a high percentage of their shots assisted (% Ast), shoot
mid- and long-range jumpers (Medium, Long, 3s), and have a low steals rate (Stls). We refer to
this pure type as the “high minute shooters.” A high percentage of shots assisted (% Ast) and high
volume of 3-point shots (3s) also describes pure type 2, but members of this pure type have fewer
shots at all other distances (Rim, Close, Medium, Long) and a lower number of minutes played. We
refer to this pure type as the “3-point specialists.” The posterior means for the 3rd pure type are
high relative to those for the other pure types across almost all variables except for the the mid- to
long-range jumpers (Medium, Long, 3s). We use the term “active player” for this pure type. Low
minutes played (Min) and high offensive rebound rates (ORR) are the most distinguishing features
of pure type 4 which we refer to as the “limited big men” pure type. High assist (AR) and turnover
(TOR) ratios, high steals per 40 minutes, a low percentage of shots assisted and low blocked shots
per 40 minutes mark the final pure type. We refer to this pure type as the “ball handlers” pure type.

Figure 2.8 presents the mean posterior memberships of the players in these different pure types.
The points’ symbols denote their assigned position recorded in the original dataset. Here, we can see
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TABLE 2.6
Posterior means for pure type mean parameters, /4.
Pure Type

Var. 1 2 3 4 5
Min 4240 1336 416.04 18.09 2943
% Ast 132.09 108.08 -179.33 70.81 -12.47
AR 436  131.68 916.56 9.20 607.91
TOR 6.55 -132.22 21090 16.96 194.49
ORR -2930  -590 1552.00 9.34 1.70
DRR 228.25 1751 1077.20 17.26  8.01
Rim 0.26 -0.64 116.07 373  6.03

Close 1473  -0.13  238.88 138  2.07
Medium | 340.24  0.08 10.87 .17 335
Long 77.21 0.72 -33.99  3.05 3.81

3s 10.80  15.21 22.61 0.02 214
Stls -3.51 0.96 5493  0.81 1.82
Blks 12.81 0.25 61.76 1.84  0.21

that high membership in some pure types corresponds to certain positional assignments. Thus, the
highest memberships in the limited big men pure type (pure type 4) are obtained by centers (C) and
power forwards (PF) while the ball handlers pure type (pure type 5) is dominated by point guards
(PG). Membership in pure types 1-3 does not have a close correspondence with specific assigned
positions. For pure types 1-3, and to a lesser extent for pure type 5, no players come close to being
fully represented by the pure type. This explains why the model performs well for predicting the
marginal probability for the % Ast outcome despite having posterior means for pure types 1-3 and
5 to be out of bounds on that variable.

In contrast to the original partial membership model with Dirichlet membership scores (Heller
et al., 2008), the correlated partial membership model allows for a more flexible correlation structure
among components of the membership vector. Table 2.7 presents the posterior mean correlations of
the pure type memberships that range from -0.664 to 0.410. The limited big man pure type (pure
type 4) shows low to moderate negative correlations with all other pure types. The active player pure
type, on the other hand, shows low to moderate positive correlations with the high minute shooter
and 3-point specialist pure types and small negative correlations with the limited big man and ball
handler pure types. We note that it is impossible to observe positive correlations under the Dirichlet
type models. This suggests that our decision to allow for more flexible modeling of the pure type
membership correlations was appropriate for the data.

TABLE 2.7
Posterior mean correlations of membership scores.

1 2 3 4 5
1.000 0.081 0.410 -0.528 0.160
0.081 1.000 0.223 -0.553 -0.080
0410 0223 1.000 -0.235 -0.328
-0.528 -0.553 -0.235 1.000 -0.664
0.160 -0.080 -0.328 -0.664 1.000

O I N O S
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FIGURE 2.7

Histogram of the observed values for the % Ast statistic. The black points indicate the mean count
across replicated datasets for each score. The black vertical segment indicates the interval from the
2.5% to 97.5% quantiles across replicated datasets.
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The mean posterior memberships of the players by pure type. The shapes of the points represent the
different positions of each player.
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To explore the compositional styles of NBA players further, consider the posterior mean mem-
bership scores and the corresponding credible intervals for three NBA “combo guards”: Mario
Chalmers, Steve Blake, and Rudy Fernandez, as identified by Lutz (2012). As a point of contrast,
we examine the corresponding quantities for Chris Paul, who is generally considered to be an ex-
ample of a pure point guard (Figure 2.9). We observe that 80% of Chris Paul’s membership is in
the ball handlers pure type. For the other three players, their membership is largely split between
the ball handlers pure type and the 3-point specialists. Thus, we see that the correlated partial mem-
bership model describes the combo guard players using a mixture of pure types. This result stands
in contrast to the results of the cluster analysis performed by Lutz (2012), where the combo guards
comprised their own cluster, entirely separate from the other 12 clusters found in that analysis. Our
correlated partial membership model uses only 5 pure types but characterizes the heterogeneity in
individual playing styles as combinations of these pure types.

0.75- *

o Player
'_E -8~ Chris Paul
g 0.504 & Mario Chalmers
E =i~ Rudy Fernandez
o]
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0.25-

0.00- | # * | e
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FIGURE 2.9

The mean posterior memberships and 95% posterior credible intervals of Chris Paul, Mario
Chalmers, Rudy Fernandez, and Steve Blake. The grey points represent the posterior mean mem-
berships of the other players in the data.

2.7 Summary and Discussion

In this chapter, we explored two individual-level mixture models for latent compositional data,
namely, the mixed and partial memberships models. We found that the partial membership model
has better potential for producing realistic representations of contiguous data patterns. However,
we note that high-dimensional multivariate distributions of real data typically present even more
complexity than the simulated examples considered here, which could easily mask the soft cluster-
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ing nature of the underlying process. In such cases, one should consider a plausible interpretation
for the latent compositional data at hand. For example, we point out that the partial membership
formulation is consistent with the blending interpretation of mixed membership models as proposed
by Galyardt (2014), because the NBA player dataset is primarily composed of continuous summary
statistics. By contrast, in the binary data case, depending on the placement of pure type response
probabilities, we observe that the partial membership model may result in a very particular behav-
ior where fewer outcome combinations are possible compared to the Grade of Membership model.
The implication of this finding for individual-level mixture models with binary data is that partial
membership may not be appropriate for all binary data cases.

We modified the partial membership model to incorporate a logistic normal distribution for pure
type memberships, similar to the correlated topic model extension (Blei and Lafferty, 2007) of the
latent Dirichlet allocation models (Blei et al., 2003). This approach gave us more flexibility in
specifying the dependence structure among the pure type memberships. We have illustrated the use
of a partial membership model on continuous data using NBA player statistics. The NBA dataset
provided an illustrative example where pure type membership scores exhibited both negative and
positive correlations. We note that it is not possible to obtain positive correlations when one employs
a Dirichlet distribution for the membership scores.

Although our partial membership analysis of the NBA player data resulted in a good fit as
measured by the posterior predictive model checks, the limitation of using Gaussian pure type dis-
tributions is that the predicted values may lie outside of the allowable data intervals for variables
that are constrained in their range. While it may be possible to specify other distributions for the
pure types that can produce suitably constrained predicted values, a more general semiparametric
approach that can accommodate not only range-restricted variables but also mixed data with both
discrete and continuous outcomes could be more beneficial going forward (Gruhl et al., 2013). Ex-
amples of mixed outcome data are increasingly common in medicine and the social sciences, and
the development of individual-level mixture models could be helpful for characterizing patterns in
multivariate mixed outcomes.
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