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Abstract. Let θ = (θ0, θ1) be a fixed vector inR2 with strictly positive components and suppose
σ0, σ1 > 0. Setσθ = θ0σ0 + θ1σ1 and, if x0, x1 ∈ Rn, setxθ = θ0x0 + θ1x1. Moreover, for any
j ∈ {0,1, θ}, let cj : Rn → R be a continuous, bounded function and denote bypσj ,cj (t, x, y) the
fundamental solution of the diffusion equation

∂v

∂t
=
σ2
j

2
1v − 1

σ2
j

cj (x)v, t > 0, x ∈ Rn.

If

1

σθ
cθ (xθ ) 6

θ0

σ0
c0(x0)+ θ1

σ1
c1(x1), x0, x1 ∈ Rn

then by applying the Girsanov transformation theorem of Wiener measure it is proved that

σnθ pσθ ,cθ (t, xθ , yθ ) > {σn0pσ0,c0(t, x0, y0)}θ0σ0/σθ {σn1pσ1,c1(t, x1, y1)}θ1σ1/σθ

for all x0, x0, y0, y1 ∈ Rn andt > 0. Finally, in the last section, another proof of this inequality is
given more in line with earlier investigations in this field.

Mathematics Subject Classifications (1991):60H30, 60J65.

Key words: Brownian motion, Hamilton–Jabobi–Bellman equation, Girsanov transformation,
Brunn–Minkowski inequality.

1. Introduction

Supposec is a real-valued function defined on a bounded convex domainK in Rn

and letHc be the operator−1
21 + c(x) in K equipped with the Dirichlet bound-

ary condition zero. Here, as usual,1 denotes Laplace operator. The functionc is
called potential function. During the past twenty years we have encountered several
inequalities in diffusion theory which motivate either convex potential functions
(Brascamp and Lieb [6–7]) or so-called−1

2-concave potential functions (Borell
[3–5]). Here recall that a functionf is said to be−1

2-concave iff is either zero
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everywhere or strictly positive everywhere and such that the functionf −
1
2 is con-

cave. The purpose of this paper is twofold. First, we want to point out a new method
in this context and second, we want to give a more unified approach than has been
done earlier. To begin with, however, we will tell more about the background.

Let pσ,c(t, x, y) denote the fundamental solution of the diffusion equation

∂v

∂t
= σ 2

2
1v − 1

σ 2
c(x)v, t > 0, x ∈ K

with the Dirichlet boundary condition zero ont > 0, x ∈ ∂K. Hereσ is a pos-
itive parameter. For short, we writep1,c(t, x, y) = pc(t, x, y). By applying log-
concavity of Gaussian measures inRn, Brascamp and Lieb ([6–7]) proved that
the fundamental solutionpc(t, x, y) is a log-concave function of(x, y) for fixed
t > 0, if the potential functionc is convex. Here recall that a functionf is said to
be log-concave iff is nonnegative and the function lnf is concave with values in
{−∞}∪R. From the above, Brascamp and Lieb among other things concluded that
the ground state wave function of the HamiltonianHc is log-concave for a convex
potential functionc (the result is put into historical perspective by Kawohl [12]).

Let gc(x, y) be the Green function of the operatorHc so that

gc(x, y) =
∫ ∞

0
pc(t, x, y)dt.

A classical theorem by Gabriel says that the harmonic ball

{x ∈ B; g0(x, y) > r}
is convex for fixedy ∈ K andr > 0 (see e.g. Hörmander [11]). Stated otherwise,
the Green functiong0(x, y) is a quasi-concave function ofx if y is fixed. In [3] we
applied the Gabriel line of reasoning to a Green functiongc(x, y) corresponding
to a−1

2-concave potential functionc and obtained thatgc(x, y) is a quasi-concave

function of (x, y) if n = 2 and that the functiongc(x, y)
1

2−n is a convex function
of (x, y) if n > 3. For short, givenn > 2, we here say that the Green functiongc
is 1

2−n -convex. Later, by combining Brunn–Minkowski theory and the Feynman–
Kac formula, we proved in [5] that the functions ln{snpc(s2, x, y)} is a concave
function of (s, x, y) ∈ ]0,∞[×K × K, if the potential function is−1

2-concave.
Interestingly enough, from this result, givenn > 2, the 1

n−2-convexity of the Green
function gc for a−1

2-concave potential functionc follows by very simple means
[5].

Now consider a situation where the potential function eventually depends on the
parameterσ as well as on the positionx in Rn. Let 0< α 6 β. If cσ (x) = c(x, σ )
and the function

c(x, σ )

σ
, x ∈ K,α 6 σ 6 β
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is convex, then Theorem 3.2 below implies that the function

σ ln{σnpcσ ,σ (t, x, y)}, (σ, x, y) ∈ [α, β] ×K ×K
is concave for fixedt > 0. From this the above quoted results by Brascamp and
Lieb and the author follow at once. Theorem 3.2 is the main contribution of this pa-
per. Its proof is based on the Girsanov transformation theorem of Wiener measure
and ideas from the theory of stochastic optimal control. In particular, we obtain a
Brownian motion proof of the classical Brunn–Minkowski inequality. As far as we
know, this approach to inequalities of the Brunn-Minkowski type is new, although
very similar arguments appear in connection with the Merton portfolio problem in
the theory of finance (see e.g. Fleming and Soner [10], p. 204).

Finally, in the last section we give another proof of Theorem 3.2 more in line
with the papers [5–7].

2. The Hamilton–Jacobi–Bellman Equation

Supposeσ is a positive parameter and consider the diffusion equation

∂v

∂t
= σ 2

2
1v − 1

σ 2
c(x)v, t > 0, x ∈ Rn

with the initial condition

v(0, x) = f (x), x ∈ Rn,

wheref (x) > 0 for anyx ∈ Rn. The substitutions

V = −σ 2 ln v

and

F − σ 2 ln f

reduce the above Cauchy problem to the Hamilton–Jacobi–Bellman equation

∂V

∂t
+ 1

2
|∇V |2− c(x) = σ 2

2
1V, t > 0, x ∈ Rn (2.1)

with the initial condition

V (0, x) = F(x), x ∈ Rn.

To begin with in this section, we assume thatc andF are infinitely many times
differentiable with bounded derivatives of all orders> 0. Our subsequent reasoning
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follows the Fleming and Soner book on stochastic optimal control [10] (especially
pp. 257–258).

Supposet > 0 is fixed and letP be Wiener measure on the Banach space�

of all continuous functionsω of [0, t] into Rn with ω(0) = 0. If B(ω) = ω =
(ω1(s), . . . , ωn(s))06s6t , ω ∈ �, thenB is a normalized Brownian motion inRn

relative to the probability measureP , that is,B is a centred Gaussian process inRn

relative to the probability measureP with

EP [Bi(s0)Bj (s1)] =
{

0, i 6= j
min(s0, s1), i = j.

By setting

Bσx (s) = x + σB(s), s > 0

the Feynman–Kac formula yields

v(t, x) = EP [e− 1
σ2 {F(Bσx (t))+

∫ t
0 c(B

σ
x (s)) ds}]

and the assumptions onc andF imply that

inf
06s6t,x∈Rn

v(s, x) > 0 (2.2)

and

sup
06s6t,x∈Rn

|∇v(s, x)| <∞. (2.3)

Let u(s),06 s 6 t , be a bounded, progressively measurable process and set

h(s) = hu(s) =
∫ s

0
u(λ)dλ,06 s 6 t

and

dQ(ω) = e−
1

2σ2

∫ t
0 |u(s)|2 ds− 1

σ

∫ t
0 u(s) dω(s) dP(ω).

Then, by the Girsanov theorem (see e.g. Nualart [15]),∫
�

ϕ

(
ω + 1

σ
h

)
dQ(ω) =

∫
�

ϕ(ω)dP(ω)

for any positive measurable functionϕ on� and it follows that

v(t, x) = EP [e−1/σ2{F(Bσx (t))+
∫ t
0 c(B

σ
x (s)) ds}]

= EQ[e−1/σ2{F(Bσx (t)+h(t))+
∫ t
0 c(B

σ
x (s)+h(s)) ds}]

= EP [e−1/σ2{F(Bσx (t)+h(t))+
∫ t
0 c(B

σ
x (s)+h(s)) ds}e−

1
2σ2

∫ t
0 |u(s)|2 ds− 1

σ

∫ t
0 u(s) d(s)].
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For short, we write

X(s) = Xu(s) = Bσx (s)+ hu(s),06 s 6 t
so that

v(t, x) = EP [e−1/σ2{F(X(t))+∫ t0 c(X(s)) ds}e−1/2σ2
∫ t

0 |u(s)|2 ds− 1
σ

∫ t
0 u(s) dω(s)]

and the Jensen inequality yields

ln v(t, x) > − 1

σ 2
EP [Yu(t)], (2.4)

where

Yu(t) = F(X(t))+
∫ t

0
(c(X(s))+ 1

2|u(s)|2)ds + σ ∫ t0 u(s)dω(s).

Note that

EP
[∫ t

0
u(s)dω(s)

]
= 0.

If we chooseu in an appropriate way, it turns out that the random variableYu(t)

is constant with probability one, which implies that equality occurs in (2.4) for this
choice ofu. To find such a processu, first define

U(s, x) = −∇V (t − s, x),06 s 6 t.
From the assumptions onc andF we conclude that the functionU(s, x),0 6 s 6
t, x ∈ Rn, is bounded and continuous and, moreover, the equations (2.2) and (2.3)
imply that there exists a constantC > 0 such that

|U(s, x)− U(s, y)| 6 C|x − y|,06 s 6 t, x, y ∈ Rn.

Therefore the stochastic differential equation

dX(s) = U(s,X(s))ds + σ dω(s), 06 s 6 t

with the initial conditionX(0) = x possesses a unique solution. We setu0(s) =
U(s,X(s)),0 6 s 6 t , and haveX(s) = x + σω(s) + hu0(s) = Bσx (s) +
hu0(s),0 6 s 6 t . Moreover, we claim that the random variableYu0(t) is constant
with probability one. To prove this claim we introduce the process

ξ(s) = V (t − s,X(s))+
∫ s

0
(c(X(λ))+ 1

2|u0(λ)|2)ds + σ ∫ s0 u0(λ)dω(λ)
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defined for all 06 s 6 t and have, recalling the Itô lemma,

dξ(s) = −Vt(t − s,X(s))ds +∇V (t − s,X(s)) · (u0(s)ds + σ dω(s))

+σ
2

2
1V (t − s,X(s))ds + (c(X(s))+ 1

2|u0(s)|2)ds

+σu0(s)dω(s).

Moreover, since the functionV (t, x) satisfies the Hamilton–Jacobi– Bellman equa-
tion (2.1), dξ(s) = 0, and we conclude thatξ is constant with probability one. In
particular,ξ(t) = Yu0(t) is constant with probability one, which was to be proved.

From the above,

v(t, x) = exp

(
− inf
u∈U(t)

J (t, x, u)

)
where

J (t, x, u) = 1

σ 2
EP [Yu(t)]

and whereU(t) denotes the class of all bounded, progressively measurable processes
u(s),06 s 6 t .

In the following, let

vFσ,c(t, x) = EP [e−1/σ2{F(Bσx (t))+
∫ t
0 c(B

σ
x (s)) ds}]

and

JFσ,c(t, x, u)

= 1

σ 2
EP

[
F(Bσx (t)+ hu(t))+

∫ t

0
(c(Bσx (s)+ hu(s))+ 1

2|u(s)|2)ds

]
for all continuous and bounded functionsF andc in Rn. Then, from the above, it
is simple to conclude that

vFσ,c(t, x) = exp

(
− inf
u∈U(t)

J Fσ,c(t, x, u)

)
. (2.5)

Below we will also make use of the short-hand notation

vA,Fσ,c (t, x) = EP [1A(Bσx (t))e−1/σ2{F(Bσx (t))+
∫ t
0 c(B

σ
x (s)) ds}]

for any Borel setA in Rn.
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3. Application to Diffusion Equations

In what follows,θ = (θ0, θ1) denotes a fixed vector inR2 with strictly positive
components. Ifx0, x1 ∈ Rn, let

xθ = θ0x0+ θ1x1

and, ifA0 andA1 denote subsets ofRn, let

Aθ = {xθ ; x0 ∈ A0 andx1 ∈ A1}.

Suppose first thatσ0, σ1 > 0 and letDi, i = 0,1, be subdomains ofRn.
Below we will often consider functionsϕj :Dj → R, j = 0,1, θ , which satisfy
the inequality

1

σθ
ϕθ(xθ ) 6

θ0

σ0
ϕ0(x0)+ θ1

σ1
ϕ1(x1), x0 ∈ D0, x1 ∈ D1.

Note that this inequality is true in the following situations:

Case1: σ0 = σ1, θ0+ θ1 = 1 and

ϕθ(xθ ) 6 θ0ϕ0(x0)+ θ1ϕ1(x1), x0 ∈ D0, x1 ∈ D1.

Case2: ϕj(x) = ψ2
j (x), j = 0,1, θ , where theψj are nonnegative and

ψθ(xθ ) 6 θ0ψ0(x0)+ θ1ψ1(x1), x0 ∈ D0, x1 ∈ D1.

Case3: ϕj(x) = σ4
j

ψ2
j (x)
, j = 0,1, θ , where theψj are positive and

ψθ(xθ ) > θ0ψ0(x0)+ θ1ψ1(x1), x0 ∈ D0, x1 ∈ D1.

In connection with the last two cases it is useful to know that the function

γα(λ, σ ) = λα+1

σα
, λ > 0, σ > 0 (3.1)

is convex and positively homogeneous of degree one forα = 1 andα = 2,
respectively.

THEOREM 3.1. Let σ0, σ1 > 0 and supposecj (x), Fj (x), j = 0,1, θ , are
bounded, continuous functions defined for allx ∈ Rn such that

1

σθ
cθ(xθ ) 6

θ0

σ0
c0(x0)+ θ1

σ1
c1(x1)
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and

1

σθ
Fθ(xθ ) 6

θ0

σ0
F0(x0)+ θ1

σ1
F1(x1)

for all x0, x1 ∈ Rn.
Then

vFθσθ ,cθ (t, xθ ) > {vF0
σ0,c0

(t, x0)}θ0σ0/σθ {vF1
σ1,c1

(t, x1)}θ1σ1/σθ (3.2)

for all x0, x1 ∈ Rn and t > 0.
Moreover,

vAθ ,Fθσθ ,cθ
(t, xθ ) > {vA0,F0

σ0,c0
(t, x0)}θ0σ0/σθ {vA1,F1

σ1,c1
(t, x1)}θ1σ1/σθ (3.3)

for all x0, x1 ∈ Rn, t > 0 and Borel setsA0 andA1 in Rn.
Proof. Let u0, u1 ∈U(t) and define

uθ(s) = θ0u0(s)+ θ1u1(s),06 s 6 t.

Then

Bσθxθ (s)+ huθ (s) = θ0(B
σ0
x0
(s)+ hu0(s))+ θ1(B

σ1
x1
(s)+ hu1(s))

for all 0 6 s 6 t and every fixedω = B(ω). Moreover, since the functionγ1

defined by (3.1) is convex and positively homogeneous of degree one,

1

σθ

[
Fθ(B

σθ
xθ
(t)+ huθ (t))+

∫ t

0
(cθ (B

σθ
xθ
(s)+ huθ (s))+ 1

2|uθ (s)|2)ds
]

6 θ0

σ0

[
F0(B

σ0
x0
(t)+ hu0(t))+

∫ t

0
(c0(B

σ0
x0
(s)+ hu0(s))+ 1

2|u0(s)|2)ds
]

+ θ1

σ1

[
F1(B

σ1
x1
(t)+ hu1(t))+

∫ t

0
(c1(B

σ1
x1
(s)+ hu1(s))+ 1

2|u1(s)|2)ds

]
and hence,

1

σθ
EP

[
Fθ(B

σθ
xθ
(t)+ huθ (t))+

∫ t

0
(cθ (B

σθ
xθ
(s)+ huθ (s))+ 1

2|uθ (s)|2)ds

]

6 θ0

σ0
EP

[
F0(B

σ0
x0
(t)+ hu0(t))+

∫ t

0
(c0(B

σ0
x0
(s)+ hu0(s))+ 1

2|u0(s)|2)ds

]

+ θ1

σ1
EP

[
F1(B

σ1
x1
(t)+ hu1(t))+

∫ t

0
(c1(B

σ1
x1
(s)+ hu1(s))+ 1

2|u1(s)|2)ds

]
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that is,

σθJ
F
σθ ,cθ

(t, xθ , uθ ) 6 θ0σ0J
F
σ0,c0

(t, x0, u0)+ θ1σ1J
F
σ1,c1

(t, x1, u1).

From this the inequality (3.2) is an immediate consequence of (2.5) written in the
form

−σ ln vFσ,c(t, x) = inf
u∈U(t)

σJ (t, x, u).

To prove the inequality (3.3) there is no loss of generality to assume thatA0 and
A1 are nonempty and compact. IfA ⊆ Rn is nonempty and compact andε > 0, let

d(x,A) = min{|x − y|; y ∈ Rn}, x ∈ Rn,

Aε = {x ∈ Rn; d(x,A) 6 ε}

and

ϕεA(x) = min(ε, d(x,A)), x ∈ Rn.

Then, if we define

ϕ̃ε = σθ min

(
θ0

σ0
,
θ1

σ1

)
ϕ1
(Aθ )

ε(θ0+θ1)

it follows that

1

σθ
ϕ̃ε(xθ ) 6

θ0

σ0
ϕεA0

(x0)+ θ1

σ1
ϕεA1

(x1)

for all x0, x1 ∈ Rn, and the inequality (3.2) gives

vmϕ̃ε+Fθσθ ,cθ
(t, xθ ) >

{
v
mϕεA0

+F0

σ0,c0 (t, x0)

}θ0σ0/σθ
{
v
mϕεA1

+F1

σ1,c1 (t, x1)

}θ1σ1/σθ

for all x0, x1 ∈ Rn, t > 0 andm ∈ N+. The inequality (3.3) now follows for all
nonempty and compactA0 andA1 by first lettingm→∞ and then lettingε→ 0.
This completes the proof of Theorem 3.1.

EXAMPLE 3.1. Supposeθ = (θ0, θ1) is a vector inR2 with strictly positive
components such thatθ0+θ1 = 1 and letfj , j = 0,1, θ , be nonnegative continuous
functions inRn which satisfy the inequality

fθ(xθ) > f θ00 (x0)f
θ1
1 (x1)
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for all x0, x1 ∈ Rn. The Prékopa inequality says that∫
Aθ

fθ(x)dx >
{∫

A0

f0(x)dx
}θ0 {∫

A1

f1(x)dx
}θ1

(Prékopa [16, 17]). In the special casefj = 1, j = 0,1, θ , this inequality reads

mn(Aθ) > mθ0n (A0)m
θ1
n (A1)

wheremn denotes Lebesgue measure inRn. Sincemn(αA) = αnmn(A), α > 0,
the Prékopa inequality thus implies the classical Brunn–Minkowski inequality

m
1
n
n (A0+A1) > m

1
n
n (A0)+m

1
n
n (A1)

valid for all nonempty Borel setsA0 andA1 in Rn. Conversely, the classical Brunn–
Minkowski inequality implies the Prékopa inequality ([16–17]).

The Prékopa inequality is an immediate consequence of Theorem 3.1. To see
this there is no loss of generality to assume that

0< inf fj 6 supfj <∞, j = 0,1, θ.

Furthermore, letσ > 0 and set

Fj = −σ 2 ln fj , j = 0,1, θ.

Then, ifσ0 = σ1 = σ, c0 = c1 = cθ = 0, x0 = x1 = 0 andt = 1 in Theorem 3.1,
the inequality (3.3) says that∫

Aθ

fθ(x)e
− |x|2

2σ2 dx >
{∫

A0

f0(x)e
− |x|2

2σ2 dx
}θ0 {∫

A1

f1(x)e
− |x|2

2σ2 dx
}θ1

and in the limit asσ →∞ we obtain the Prékopa inequality.
There is a complement to the Prékopa inequality for Gaussian measures which

we would like to point out here. Put

µσ(A) =
∫
A

e−
|x|2
2σ2

dx√
2πσ 2

n

for any Borel setA in Rn andσ > 0. If we choosecj = Fj = 0, j = 0,1, θ and
x0 = x1 = 0 andt = 1 in Theorem 3.1, the inequality (3.3) implies that

µσθ (Aθ ) > {µσ0(A0)}θ0σ0/σθ {µσ1(A1)}θ1σ1/σθ

for all Borel setsA0 andA1 in Rn. Hereθ may be any vector inRn with strictly
positive components.
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It is well known that the Prékopa inequality implies log-concavity of Wiener
measure (Borell [1]) as well as various log-concavity properties of solutions to the
classical diffusion equation inRn with a convex potential function (Brascamp and
Lieb [6, 7]) (cf. Case 1 above). The approach in this section based on transforma-
tion of Wiener measure is sometimes more direct.

EXAMPLE 3.2. Consider the Cauchy problem
∂v

∂t
= 1

2σ
21v − 1

σ 2
c(x)v

v(0, x) = exp

(
−F(x)
σ 2

)
, t > 0, x ∈ Rn

with c andF both convex. Then, in view of Theorem 3.1, we rediscover a result
by Brascamp and Lieb stating that the functionv(t, x) = vFσ,c(t, x) is a log-
concave function ofx for fixed t > 0. Incidentally, let us note that the Hopf–Cole
substitution

v(t, x) = −σ 2∇ ln v(t, x) = ∇Vσ (t, x)
reduces the above Cauchy problem to the Burgers equation

∂v
∂t
+ (v,∇)v = 1

2σ
21v+∇c(x)

v(0, x) = ∇F(x)λ, t > 0, x ∈ Rn.
Therefore, ifc andF are convex, the velocity fieldv(t, x) is the gradient of a
convex function ofx for every fixedt > 0.

Under the stronger assumptions that the functionsc andF are nonnegative with√
c and

√
F both convex (cf. Case 2 above), the function

1

σ
Vσ (t, x), x ∈ Rn, σ > 0

is convex.

Now let D be a region inRn and suppose the functionsc, F :D → R are
continuous and bounded from below. We define the functionc̃ on Rn equal toc
in D and equal to∞ off D. Similarly, we define the functioñF on Rn equal toF
in D and equal to∞ off D and set

vFσ,c(t, x) = EP [e−1/σ2{F̃ (Bσx (t))+
∫ t
0 c̃(B

σ
x (s)) ds}].

Moreover, set

vA,Fσ,c (t, x) = EP [1A(Bσx (t))e−1/σ2{F̃ (Bσx (t))+
∫ t
0 c̃(B

σ
x (s)) ds}]
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for any Borel setA contained inD. If pσ,c(t, x, y) denotes the fundamental solution
of the diffusion equation

∂v

∂t
= σ 2

2
1v − 1

σ 2
c(x)v, t > 0, x ∈ D

with the Dirichlet boundary condition zero ont > 0, x ∈ ∂D,

vA,Fσ,c (t, x) =
∫
D

1A(x)e−1/σ2F(x)pσ,c(t, x, y)dy, t > 0, x ∈ D.

Theorem 3.1 now implies the following result, the proof of which is excluded
here.

THEOREM 3.2.Letσ0, σ1>0 and letDi, i=0,1, be subdomains ofRn. Further-
more, supposecj , Fj : Dj → R, j = 0,1, θ , are continuous functions which are
bounded from below and such that

1

σθ
cθ(xθ ) 6

θ0

σ0
c0(x0)+ θ1

σ1
c1(x1)

and

1

σθ
Fθ(xθ ) 6

θ0

σ0
F0(x0)+ θ1

σ1
F1(x1)

for all x0 ∈ D0 andx1 ∈ D1.
Then

vFθσθ ,cθ (t, xθ ) > {vF0
σ0,c0

(t, x0)}θ0σ0/σθ {vF1
σ1,c1

(t, x1)}θ1σ1/σθ (3.4)

for all x0 ∈ D0, x1 ∈ D1 and t > 0.
Moreover,

vAθ ,Fθσθ ,cθ
(t, xθ ) > {vA0,F0

σ0,c0
(t, x0)}θ0σ0/σθ {vA1,F1

σ1,c1
(t, x1)}θ1σ1/σθ (3.5)

for all x0 ∈ D0, x1 ∈ D1, t > 0 and Borel setsAi ⊆ Di, i = 0,1.

The following example draws the attention to a certain construction method of
−1

2-concave functions, which is immediate from the Brascamp and Lieb papers
([6–7]). Furthermore, we will point out that Theorem 3.2 here yields an alternative
to the Brascamp and Lieb approach. Below, we letvF1,c = vFc andv0

1,c = vc.

EXAMPLE 3.3. Supposeθ = (θ0, θ1) is a vector inR2 with strictly positive
components such thatθ0 + θ1 = 1 and supposeDi, i = 0,1 are bounded domains
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in Rn. Furthermore, letcj :Dj → R, j = 0,1, θ , be continuous functions which
are bounded from below and such that

cθ (xθ) 6 θ0c0(x0)+ θ1c1(x1)

for all x0 ∈ D0 andx1 ∈ D1. Then, by Brascamp and Lieb ([6–7])

vcθ (t, xθ ) > {vc0(t, x0)}θ0{vc1(t, x1)}θ1

for all x0∈D0 andx1∈D1. Alternatively, this inequality follows from Theorem 3.2.
The Prékopa inequality now gives that∫

Dθ

vcθ (t, x)dx >
{∫

D0

vc0(t, x)dx

}θ0 {∫
D1

vc1(t, x)dx

}θ1
.

Moreover, since the limit

λcj (Dj) = − lim
t→∞

1

t
ln
∫
Dj

vcj (t, x)dx

is equal to the smallest eigenvalue of the operator−1
21 + cj (x) in Dj with the

Dirichlet boundary condition zero, Brascamp and Lieb ([6–7]) concluded that

λcθ (Dθ) > θ0λc0(D0)+ θ1λc1(D1).

For a zero potential inD,λ0(αD) = α−2λ0(D), α > 0, and it follows that

λ
−1/2
0 (Dθ) > θ0λ

−1/2
0 (D0)+ θ1λ

−1/2
0 (D1)

if cj = 0, j = 0,1, θ .
From the above it is possible to construct−1

2-concave functions as follows.
SupposeK is a bounded convex domain inRn and letF = {0} ×Rn−1. We define
R = {x ∈ Rn; (x + F) ∩ K 6= ∅}. Furthermore, letHx

0 be the negative(n − 1)-
dimensional Laplace operator in(x+F)∩K equipped with the Dirichlet boundary
condition zero on the relative boundary of(x + F) ∩ K viewed as a subset of
x + F . If λ(x) denotes the smallest eigenvalue ofHx

0 for x ∈ R, then the function
λ(x), x ∈ R, is−1

2-concave.

COROLLARY 3.1. Let σ0, σ1 > 0 and letDi, i = 0,1, be subdomains ofRn.
Furthermore, supposecj :Dj → R, j = 0,1, θ , are continuous functions which
are bounded from below and such that

1

σθ
cθ(xθ ) 6

θ0

σ0
c0(x0)+ θ1

σ1
c1(x1)
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for all x0 ∈ D0 andx1 ∈ D1.
Then

pσθ ,cθ (t, xθ , yθ )

n∏
k=1

a
(k)
θ

>
{
pσ0,c0(t, x0, y0)

n∏
k=1

a
(k)

0

}θ0σ0/σ0
{
pσ1,c1(t, x1, y1)

n∏
k=1

a
(k)

1

}θ1σ1/σ1

for all x0, y0 ∈ D0, x1, y1 ∈ D1 and t > 0 and all vectorsa0 = (a
(1)
0 , . . . , a

(n)

0 )

anda1 = (a(1)1 , . . . , a
(n)

1 ) with nonnegative components or, stated otherwise,

σnθ pσθ ,cθ (t, xθ , yθ ) > {σn0pσ0,c0(t, x0, y0)}θ0σ0/σθ {σn1pσ1,c1(t, x1, y1)}θ0σ1/σθ

for all x0, y0 ∈ D0, x1, y1 ∈ D1 and t > 0.

Corollary 3.1 is an immediate consequence of Theorem 3.2 and the following
standard lemma in Brunn–Minkowski theory.

STANDARD LEMMA. Suppose9: [0,∞[×[0,∞[→ [0,∞[ is a continuous,
positively homogeneous function of degree one, increasing in each variable sepa-
rately, and such that9(ξ, η) = 0, if ξ = 0 or η = 0. Moreover, let�0,�1 ⊆ Rn

be open and supposeϕj :�j → [0,∞[, j = 0,1, θ , are continuous functions.
The following assertions are equivalent:

(i) ∫
Aθ

ϕθ(x)dx > 9
(∫

A0

ϕ0(x)dx,
∫
A1

ϕ1(x)dx

)
for all Borel setsAi ⊆ �i, i = 0,1;

(ii)

ϕθ(xθ )

n∏
k=1

a
(k)
θ > 9

(
ϕ0(x0)

n∏
k=1

a
(k)

0 , ϕ1(x1)

n∏
k=1

a
(k)

1

)

for all x0 ∈ �0, x1 ∈ �1, and all vectorsa0 = (a
(1)
0 , . . . , a

(n)

0 ) and a1 =
(a
(1)
1 , . . . , a

(n)

1 ) with nonnegative components.
In particular, if σ0, σ1 > 0, the following assertions are equivalent:

(i)′ ∫
Aθ

ϕθ(x)dx >
{∫

A0

ϕ0(x)dx
}θ0σ0/σθ

{∫
A1

ϕ1(x)dx
}θ1σ1/σθ
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for all openAi ⊆ �i, i = 0,1;
(ii) ′

σnθ ϕθ(xθ) > {σn0ϕ0(x0)}θ0σ0/σθ {σn1ϕ1(x1)}θ1σ1/σθ

for all x0 ∈ �0, x1 ∈ �1.

The equivalence of (i) and (ii ) in the Standard Lemma is proved in [2] and [5].
In view of this result, the equivalence of (i)′ and (ii )′ above is a consequence of the
following lemma.

LEMMA 3.1. Letσ0, σ1 > 0 and letξ, η andζ be nonnegative real numbers such
that

σnθ ξ > {σn0η}θ0σ0/σθ {σn1 η}θ1σ1/σθ . (3.6)

Then

ξ

n∏
k=1

a
(k)
θ >

{
η

n∏
k=1

a
(k)
0

}θ0σ0/σθ
{
ζ

n∏
k=1

a
(k)
1

}θ1σ1/σθ

for all vectorsa0 = (a
(1)
0 , . . . , a

(n)

0 ) and a1 = (a
(1)
1 , . . . , a

(n)

1 ) with nonnegative
components.

Proof. The function

σ ln
λ

σ
, σ, λ > 0 (3.7)

is concave and positively homogeneous of degree one. Therefore, ifa0 =
(a
(1)
0 , . . . , a

(n)

0 ) anda1 = (a(1)1 , . . . , a
(n)

1 ) are vectors with nonnegative components,

a
(k)
θ

σθ
>
{
a
(k)

0

σ0

}θ0σ0/σθ
{
a
(k)
1

σ1

}θ1σ1/σθ

k = 1, . . . , n.

By multiplying all thesen inequalities and the inequality in (3.6), Lemma 3.1
follows at once.

Again letD be a subdomain ofRn and supposec is a continuous potential
function defined inD which is bounded from below. The solution of the diffusion
equation

∂w

∂t
= 1

21w − c(x)w, t > 0, x ∈ D
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with the initial condition

w(0, x) = 1A(x), x ∈ D
and with the Dirichlet boundary condition zero ont > 0, x ∈ ∂D, is denoted by
wAc (t, x). Clearly,

wAc (t, x) = vA,01,c (t, x).

Moreover, if

q = σ 4c

we have

vA,0σ,q (t, x) = EP [1A(Bσx (t))e−1/σ2
∫ t

0 q̃(B
σ
x (s)) ds]

= EP [1A(Bσx (t))e−σ
2
∫ t

0 c̃(B
σ
x (s))) ds]

and since the stochastic processes(σB(s))s>0 and(B(σ 2s))s>0 are equivalent,

vA,0σ,q (t, x) = EP [1A(B1
x(σ

2t))e−σ
2
∫ t

0 c̃(B
1
x (σ

2s)) ds]

= EP [1A(B1
x(σ

2t))e−
∫ σ2t

0 c̃(B1
x (s)) ds].

Accordingly,

wAc (σ
2t, x) = vA,0σ,q (t, x)

and writingp1,c(t, x, y) = pc(t, x, y) we have

pc(σ
2t, x, y) = pσ,q(t, x, y).

COROLLARY 3.2. LetDi, i = 0,1, by subdomains ofRn. Furthermore, suppose
cj :Dj → [0,∞[, j = 0,1, θ , are continuous functions such that

c
−1/2
θ (xθ ) > θ0c

−1/2
0 (x0)+ θ1c

−1/2
1 (x1)

for all x0 ∈ D0, x1 ∈ D1.
Then

wAθcθ (s
2
θ , xθ ) > {wA0

c0
(s2

0, x0)}θ0s0/sθ {wA1
c1
(s2

1, x1)}θ1s1/sθ (3.8)

for all x0 ∈ D0, x1 ∈ D1, s0, s1 > 0 and all Borel setsAi ⊆ Di, i = 0,1.
Moreover,

snθ pcθ (s
2
θ , xθ , yθ ) > {sn0pc0(s2

0, x0, y0)}θ0s0/sθ {sn1pc1(s2
1, x1, y1)}θ1s1/sθ (3.9)
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for all x0, x1, y0, y1 ∈ Rn ands0, s1 > 0.

Here 0− 1
2 shall be interpreted as∞.

A slightly weaker result than Corollary 3.2 is obtained in [5].

Proof. Without loss of generality we may assume that the potential functions in
Corollary 3.2 are strictly positive. Letσ0, σ1 > 0 and define

qj = σ 4
j cj , j = 0,1, θ.

Then

1

σθ
qθ(xθ ) 6

θ0

σ0
q0(x0)+ θ1

σ1
q1(x1)

for all x0 ∈ D0, x1 ∈ D1 since the functionγ2 defined by (3.1) is convex and
positively homogeneous of degree one (cf. Case 3 above). The inequality (3.8)
now follows at once from Theorem 3.2 and the inequality (3.9) follows from (3.8)
and the Standard Lemma. This concludes our proof of Corollary 3.2.

EXAMPLE 3.4. SupposeK is a bounded, convex domain inRn and letc:K →
[0,+∞[ be a continuous function. Furthermore, letY be a killed Brownian motion
in K such that, for any starting pointy0 ∈ K andm ∈ N+,

P [Y (t1) ∈ A1, . . . , Y (tm) ∈ Am|Y (0) = y0]

=
∫
A1×...×Am

m∏
k=1

pc(tk − tk−1, yk−1, yk)dy1 . . . dym

for all 0 = t0 < t1 < t2 < . . . < tm and all Borel setsAi ⊆ K (for details, see e.g.
Dynkin [8]). In our point of view the processY is killed at the boundary ofK.

LetA be a Borel set inK. If the processY starts at the pointx ∈ K, the expected
occupation time ofA is given by

UA(x) =
∫ ∞

0

∫
A

pc(t, x, y)dt dy.

The potentialUA need not be quasi-convace ifA is convex (in the Newtonian case
n = 3 andc = 0, the potentialUA cannot be quasi-concave for allr > 2 and
0 < ε < 1, if A = {x;0 6 x1 6 1,0 6 xi 6 εmin(x1,1− x1), i = 2,3} and
K = {x; |x| < r}). The situation is different if we change time to log-time. Here
τ is called log-time, ift = eτ andt is usual time. If the process starts at the point
x ∈ K, the expected occupation log-time ofA is given by

U
log
A (x) =

∫ ∞
−∞

∫
A

pc(e
τ , x, y)dτ dy

= 2
∫ ∞

0

∫
A

pc(s
2, x, y)

1

s
ds dy.
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In what follows, suppose the functionc:K → [0,∞[ is −1
2-concave and let

A ⊆ K be open and convex. Moreover, letθ = (θ0, θ1) be a vector inR2 with
strictly positive components such thatθ0 + θ1 = 1 and supposex0, x1, y0, y1 ∈ K
ands0, s1 > 0 . Finally, leta0 = (a(1)0 , . . . , a

(n+1)
0 ) anda0 = (a(1)1 , . . . , a

(n+1)
1 ) be

vectors inRn+1 with nonnegative components. As the function in (3.7) is concave,
Corollary 3.2 and the Standard Lemma now imply that

pc(s
2
θ , xθ , yθ )

1

sθ

n+1∏
k=1

a
(k)
θ

>
{
pc(s

2
0, x0, y0)

1

s0

n+1∏
k=1

a
(k)
0

}θ0s0/sθ {
pc(s

2
1, x1, y1)

1

s1

n+1∏
k=1

a
(k)
1

}θ1s1/sθ
and, accordingly,

pc(s
2
θ , xθ , yθ )

1

sθ

n+1∏
k=1

a
(k)
θ

> min

{
pc(s

2
0, x0, y0)

1

s0

n+1∏
k=1

a
(k)

0 , pc(s
2
1, x1, y1)

1

s1

n+1∏
k=1

a
(k)

1

}
.

By applying the Standard Lemma with9(ξ, η) = min(ξ, η) it follows that

U
log
A (xθ ) > min(U log

A (x0), U
log
A (x1))

for all x0, x1 ∈ K and we conclude that the functionU log
A is quasi-concave.

Again, as in Example 3.4, suppose the potential functionc is −1
2-concave and

defined in a bounded convex domainK in Rn. If

gc(x, y) =
∫ ∞

0
pc(t, x, y)dt

we remarked above that the potential∫
A

gc(x, y)dy, x ∈ K

need not be quasi-concave even ifA ⊆ K is convex. However, this potential is
quasi-concave ifA = K. In fact, by applying the maximum principle of subhar-
monic functions we concluded in [4] that the function√∫

K

gc(x, y)dy, x ∈ K
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is concave. The special casec = 0 was settled independently and at the same
time by Kawohl [13] using a similar method. Actually, we provided in [4] that the
function{∫

B

gc(x, y)f
p(y)dy

}1/(2+p)
, x ∈ Rn

is concave if 06 p 6 1, f > 0 is concave and the potential functionc is −1
2-

concave. We think a Brownian motion approach to this property of the Green
functiongc(x, y) would be of great interest.

4. An Alternative Proof of Theorem 3.1

In view of the Standard Lemma, Theorem 3.1 and the following theorem are equiv-
alent.

THEOREM 4.1.Letσ0, σ1>0and supposecj : Rn→ R, j = 0,1, θ , are bounded,
continuous functions such that

1

σθ
cθ(xθ ) 6

θ0

σ0
c0(x0)+ θ1

σ1
c1(x1)

for all x0, x1 ∈ Rn. Then

σnθ pσθ ,cθ (t, xθ , yθ ) > {σn0pσ0,c0(t, x0, y0)}θ0σ0/σθ {σn1pσ1,c1(t, x1, y1)}θ1σ1/σθ

for all x0, x1, y0, y1 ∈ Rn and t > 0.

In this section we want to show that the Standard Lemma implies Theorem 4.1
without any use of the Girsanov theorem. To this end we first discuss a suitable
representation of the fundamental solutionpσ,c(t, x, y). In this discussion it is
assumed that the potential functionc: Rn→ R is bounded and continuous.

To begin with consider the Fenyman–Kac formula

vFσ,c(t, x) = EP [e−1/σ2{F(Bσx (t))+
∫ t
0 c(B

σ
x (s)) ds}]

so that

vFσ,c(t, x) =
∫

Rn
e−F(y)/σ

2
pσ,c(t, x, y)dy

with

pσ,c(t, x, y) = p(σ 2t, x, y)E[e−1/σ2
∫ t

0 c(B
σ
x (s)) ds|Bσx (t) = y]
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and

p(t, x, y) = 1√
2πt

n e−|x−y|
2/2t , t > 0, x, y ∈ Rn.

Recall that

P [Bσx (s1) ∈ dx1, . . . , B
σ
x (sN) ∈ dxN ]

=
N∏
k=1

p(σ 2(sk − sk−1), xk, xk−1)dx1 . . .dxN,0< s1 < . . . < sN

wheres0 = 0 andx0 = x. The Brownian bridge with standard deviationσ > 0
which starts at the pointx ∈ Rn at time 0 and ends at the pointy ∈ Rn at time
t > 0 is denoted by

Bσ,tx,y = (Bσ,tx,y(s))06s6t .
By definition,Bσ,tx,y(0) = x andBσ,tx,y(t) = y, and if

0= s0 < s1 < . . . < sN < sN+1 = t (4.1)

then

P [Bσ,tx,y(s1) ∈ dx1, . . . , B
σ,t
x,y(sN) ∈ dxN ]

=
N+1∏
k=1

p(σ 2(sk − sk−1), xk, xk−1)
dx1 . . .dxN
p(σ 2t, x, y)

,

wherex0 = x andxN+1 = y. Therefore, ifs1, . . . sN are as in (4.1) andϕ: RN → R
is a bounded, continuous function,

E[ϕ(Bσ,tx,y(s1), . . . , Bσ,tx,y(sN))]
= E[ϕ(Bσx (s1), . . . , Bσx (sN))|Bσx (t) = y]

and it follows that

pσ,c(t, x, y) = p(σ 2t, x, y)E[e−1/σ2
∫ t

0 c(B
σ,t
x,y (s)) ds].

Now letN ∈ N+ and set

ε = εN = t

N + 1
,

sk = skN = εk, k = 0, . . . , N + 1,



DIFFUSION EQUATIONS AND GEOMETRIC INEQUALITIES 69

and

AN = E[e−ε/σ2∑N
k=1 c(B

σ,t
x,y (sk))].

Clearly,

lim
N→∞AN = E[e

−1/σ2
∫ t

0 c(B
σ,t
x,y (sk)) ds].

Furthermore,

AN =
∫

RnN
e−ε/σ

2∑N
k=1 c(xk)

N+1∏
k=1

p(σ 2ε, xk, xk−1)
dx1 . . .dxN
p(σ 2t, x, y)

wherex0 = x andxN+1 = y. A rewriting gives

AN = 1

p(σ 2t, x, y)

∫
RnN

e
−ε/σ2

{
1
2

∑N+1
k=1

∣∣∣ xk−xk−1
ε

∣∣∣2+∑N
k=1 c(xk)

}
dx1 . . .dxN√
2πεσ 2

n(N+1)

and we have

pσ,c(t, x, y) = lim
N→∞

∫
RnN

e
−ε/σ2

{
1
2

∑N+1
k=1

∣∣∣ xk−xk−1
ε

∣∣∣2+∑N
k=1 c(xk)

}
dx1 . . .dxN√
2πεσ 2

n(N+1)

(cf. Feynman [9]).

Proof of Theorem4.1. If x0, . . . , xN+1 ∈ Rn, we will write

x = (x0| . . . |xN+1).

Herex is considered a vector inRn(N+2). Moreover, for any fixedj = 0,1, θ , we
define

fj(x) = e
−ε/σ2

{
1
2
∑N+1
k=1

∣∣∣ xk−xk−1
ε

∣∣∣2+∑N
k=1 cj (xk)

}
1√

2πεσ 2
j

n(N+1)

and conclude that

σ
n(N+1)
θ fθ (xθ ) > {σn(N+1)

0 f0(x0)}θ0σ0/σθ {σn(N+1)
1 f1(x1)}θ1σ1/σθ

for all x0, x1 ∈ Rn(N+2) since the function

|x|2
σ
, x ∈ Rn, σ > 0
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is convex and positively homogeneous of degree one. Thus, in view of the Standard
Lemma,

σnθ

∫
RnN

fθ(ξθ |x1 . . . xN |ηθ )dx1 . . .dxN

>
{
σn0

∫
RnN

f0(ξ0|x1 . . . xN |η0)dx1 . . . dxN

}θ0σ0/σθ

×
{
σn1

∫
RnN

f1(ξ1|x1 . . . xN |η1)dx1 . . .dxN

}θ1σ1/σθ

for all ξ0, ξ1, η0, η1 ∈ Rn. By lettingN →∞ we have

σnθ pσθ ,cθ (t, ξθ , ηθ ) > {σn0pσ0,c0(t, ξ0, η0)}θ0σ0/σθ {σn1pσ1,c1(t, ξ1, η1)}θ1σ1/σθ

for all ξ0, ξ1, η0, η1 ∈ Rn, which proves Theorem 4.1.

Summing up, we claim that the idea to transform Wiener measure to obtain
inequalities of the Brunn–Minkowski type has increased our understanding of this
class of inequalities in measure theory as well as in diffusion theory although alter-
native methods are available. But still there are a variety of problems in connection
with these inequalities, where, apparently, all known methods fail (see e.g. Ledoux
and Talagrand [14, p. 456, Problem 1] and [5]).
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