Statistics 581, Problem Set 7 Solutions
Wellner; 11/15/2018

1. Suppose that X ~ Beta(q, 5); i.e. X has density py given by

_ DPla+p)
P(@)L(B)

Consider estimation of:

A qa(0) = EgX. B. qg(0) = Fy(x) for a fixed xo; here Fp(z) = Pp(X < z).

(i) Compute I(0) = I(«, 3); compare Lehmann & Casella page 127, Table 6.1

(ii) Compute QA(Q)’ QB(Q)’ QA(Q)v and QB(Q)

(iii) Find the efficient influence functions for estimation of ¢4 and g¢g.

(iv) Compare the efficient influence functions you find in (iii) with the influence
functions 14 and tp of the natural nonparametric estimators X, and F,.(xo)
respectively. Does 4 € P? Does b5 € P hold?

21— 2)" Mpn(x), 0= (a,B)€ (0,00) x (0,00) = 6.

Solution: For the Beta(«, ) density:

I'(a+5)

Pol) = FaJT(0)

l'a_l(]. — I’)’B_ll(OJ) (.’L’)

Thus

log pg(z) = (o — 1) logx + (8 — 1) log(1 — z) +logI'(a + B) — log I'(r) — log T'(3),

and hence
la(x) =logz +Y(a+ B) —Y(a),
lg(z) = log(1 — ) + ¢(a+ B) —¥(B).
Furthermore,
fna(2) = ¥/ (0 + B) — ¥/(a),
{O{B(Q?) = ¢/(a+ ),
Isp(z) = ¢ (a+ B) — ¢ (B).
Hence

(V@) —(a+B)  —d(atB)
1) = ( Yt B) W) - dat ) ) ' 1)

This is positive definite for all a > 0, g > 0.
(ii). Now ga(f) = a/(a + (), and

qp(0) = Pp(X < xp) = /Offo %x“_l(l —x)" ! dz,



Therefore

50 = (e g5tn) = (g fogys) = (@ + 9720, -)

= Covp(X — Eyp(X), I} (X)),

while, with

in(0) — ( Ey(1020)(X) log X) + (b + B) — () Fy (o) )
En(1020)(X) Iog(1 = X)) + (V(a+ B) = ¥(8))Fol@o)

= Covg[(Ljpue)(X) — Fa(0)), 3] -

(iii). The scores are given by

i@ ([ log() — (b(a) —vla+ B)
bie) = ( ] ) = < log(1 — 2) — ((8) — ¥(c + ) )

and the information matrix is as given in (0.1) Thus

gy L '(B) — ' (a+pP) V(o + B)
o= detI(6) ( V(a+B) P'(a) = (a+ f) )

where
det(1(0)) = ('(a) = ¢'(a+ B)(W'(B) — ¥'(a+ B)) = ¥'(a + B)?,

and the efficient influence function for estimation of g4 is

La(z) = qa(O)T I (0)lg(x) € P

and hence is a (centered) linear combination of logz and log(1 — x). Note that
X — E4(X) ¢ [ly] = P, and hence the sample mean is inefficient for estimation of
Ey(X) in this model.

Similarly, Iz(z) = ¢5(0)I7(0)is(z); unfortunately, this does not simplify much,
largely due to the fact that 1y .. (X) — Fy(xo) ¢ [lo] = P.

(iv) The information bound for estimation of g4 is

I7'(Plga,P) = G4l " (0)da

_ ~4(8 _q 1 V'(B) =Y (a+B) Y'(a+ B) B
= (a+B)7 (5, )detI(H) ( V(o + B) P'(a) — Y (a+ B) ) ( —« )
af

<
@t AP+ 1)
where the inequality holds since 4 (X) = (X — Ey(X)) ¢ P. Similarly,

I"(Plqs,P) = dqpl " (0)is,

which does not simplify appreciably because 1jg .o (X) — Fy(20) ¢ [ls] = P. However,
since we know that (g = II(1jg 4 (x) — F'(20)|P), it follows easily that

I"Y(Plgs, P) < Eg(1jo.00)(X) — Fy(20))* = Fy(0)(1 — Fy(x0));

= Vary(X)
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i.e. it is possible to improve on the natural nonparametric estimators X,, and IF,, ()
of qa(0) = Ep(X) and qp(0) = Fy(xy) when the model holds. (If we had considered
qc(0) = Eglog(X/(1 — X)) or qp(f) = Eplog X, this story would change! It is also
an instructive exercise to consider the sub-model consisting of the beta densities
with a = .)

. Suppose that X ~ Fy = exponential(f) with density fo(z) = e %1y ) (z) and
Y ~ G, independent of X with densities {g, : n € R*}, a regular parametric model
on (0,00). Consider the following three scenarios for observation of X or functions
of X:

(a) Uncensored: we observe X and Y.

(b) Right-censored: we observe

T(X,Y) = (X AY,1{X <V} = (min{X,Y},1{X < Y}) = (Z A).

(c) Interval-censored (case 1): we observe S(X,Y) = (Y, 1{X <Y}) = (Y,A).

(i) Find the joint density of (X,Y") and joint distributions of T'(X,Y") and S(X,Y).
(ii) Find the scores for § and 7 in each of the three scenarios (a), (b), and (¢). (Let
(0/0n)log g,(y) = aly) with a € LY(G,).)

(iii) Compute and compare Ixy (), Ipxy)(f), and Igxy)(f). Make the
comparisons in general and then explicitly by making one or more choices of the

family {g,}.

Solution: (i) In case (a) when we observe X and Y the joint density of X,Y
is simply fy(x)g,(y) = Oexp(—0x)g,(y). In case (b) the joint density p(z,d) =
p(z,0;6,n) (with respect to Lebesgue measure on (0, 00) times counting measure on
{0,1}) is given by

p(2,0) = {(1 = Gy(2) o)} {(1 = Fo(2))gn(2)}' .
In case (c) the joint density p(y,d) = p(y,d;0,n) of S(X,Y) = (Y, A) given by
py,0) = Fo(y)* (1 = Fo(y))' g, (»)-
(ii) In case (a),
log px.y (z,y;0,1) = log fo(x) + log gy(y) = log 0 — 0z + log gy (y),

and hence the scores for 6 and 7 are
jg(l',y) = 6_1 -,
l(z,y) = al(y).

In case (b) we find that

logp(z,0;6,m) = d(log fy(2) +log(1 — Gy(2))} + (1 = 0){log gy(2) + log(1 — Fy(2))}
= 0log fo(z) + (1 = 6)log(1 = Fy(2)) + (1 = 0)gn(2) + (1 — Gy(2)).

Thus the scores for  and 7 are given by
lo(2,0) =007  —2) + (1 —8)(—2) =071 — 2,
Zn(z, ) =(1=08a(z)+o(1— Gn(z))l/ a(y)dG,(y).
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In case (c),

logp(y,d;0,m) = 3Fy(y) + (1 = 0)(1 = Fy(y)) + log gu(y)-

Thus the scores for 8 and 7 are given by

io(y, ) = { J 3F9<y>+“;‘”y<—3ﬂ<y>}

l(y,0) = a(y).

(iii) In case (a), the information matrix for (#,7n) is given by

o= (%) gty )

and hence the information for 6 is simply 62
(b) In case (b),

[11(67 77) = Eﬁ,nl‘g(za A)
Ey,(07'A - Z)2.

But we can also calculate

2.9,9(27 5) = _9_257

and hence
In(0,m) = —Eouloe(Z,A) =0"2Py, (A =1) (0.2)
= 0 / FydG, = 07°E,g(0Y) < 72 (0.3)
0
where g(v) =1 — e™" where the inequality is strict if P,(Y < oo) > 0. Note that

lpn(2,0) =0,

and hence I12(6,n) = I>1(6,7) = 0. Thus we conclude that the information for 6 is
simply I11(6,m) = 072P,,(A = 1) as calculated in (0.3). When Y ~ Exponential(n)
this yields

Lio(6,m) = 92/ (1 — exp(—0y)n exp(—ny)dy
0

— 92 {1 — 77/000 exp(—(0 +77)y)}

— 072 1_ 77
{ 9+n}

0 1
= 02— =0?—— with r =n/b.
0+n 1+7r
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(¢) In case (c), since (A]Y") ~ Bernoulli(Fy(Y')) we calculate conditionally on Y to
find that

L1(0,n) = Egylo(Y,A)?

V21— Fp(Y))?
Fy(Y)2(1 = Fy(Y))?
(0Y)*(1 — Fy(Y))

Fy(Y)

= Ep {F(Y)(1 - Fp(Y))}

= 07°E,,
= 02E,h(0Y)

where h(v) = v?e /(1 — e™") is a bounded function vanishing at 0 and oo and
I1h|lo < .65; see Figure yy.
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Figure 1: The functions g(v) =1 — e and h(v) = v?e™?/(1 —e7?).
Again by computing conditionally we see that

Iia(0,m) = Egylo(Y,A)iy(Y,A)
— E {E {(A _ Fg(y))ijg)) |Y}}

Ya(Y)
B{ A B (A - RV

= 0.
Thus the information for § based on observation of S(X,Y) = (Y, A) is
L1(0,m) =0 2E,h(0Y) <0 2E,g(0Y) < 672

where h(v) = v?e /(1 —e) < 1—e? = g(v); to see this last inequality note it
holds if and only if

,026—1) S (1 o e—v)Q —1— 26—1} 4 e—?v,
or, if and only if

(24+1v*)e " <1+e % orifand only if 24+ 0? <e’ +e7?,
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or, if and only if
1+ 2 < Lo g e
— < —(e"+e");
2 72 ’
and this last inequality is indeed true.
When Y ~ Exponential(n) this becomes

I(8,m) = 67°2¢(3, 1+ 1/6) = 9722r((3, 1 +7)

where ((s,a) =Y 7 ,(k+a)~® is the generalized zeta function and (again) r = 7/6.
Figure 4 shows Ixy(0)/Irx,y)(0) and Ixy(0)/Isx,y)(0) when Y ~ Exponential(n)
as a function of r = /6.
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Figure 2: ARE’s Ixy(0)/Irx,y)(0) and Ixy(0)/Isx,y)(0) as a function of r

. Suppose that we want to model the survival of twins with a common genetic defect,

but with one of the two twins receiving some treatment. Let X represent the survival

time of the untreated twin and let Y represent the survival time of the treated

twin. One (overly simple) preliminary model might be to assume that X and Y are

independent with Exponential(n) and Exponential(fn) distributions, respectively:
fon(a,y) = ne™nfe™""1(g o) () 1(0,00) ()

Compute the Cramér-Rao lower bound for unbiased estimates of 6 based on Z =
X/Y, the maximal invariant for the group of scale changes g(x,y) = (cz, cy) with
¢ > 0. Compared this bound to the information bounds for estimation of 6 based
on observation of (X,Y’) when 7 is known and unknown.

Solution: A. We compute, for w > 0,
PW>w) = PX/Y >w)=PX >wY)

= / / e~ e " dxdy
wy
= / nbe” oy (/ ne "xdx) dy
0 wy

= / n@e_"aye_neydy
0
0

— nf —n(0+w)y Jo, — )
w [y =g
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[Alternatively, nX ~ Exp(1), 6nY ~ Exp(1) are independent so 2nX ~ x3, 20nY ~
X5 are independent. Thus W/ = (2nX/2)/(2n0Y/2) ~ Fy5 with density given by
(1.2.13).] Thus the density of W is given by

fir(w036) = sz L ().

Hence the score for 6 based on observation of W is
1 2

b(w) =5~ g

and the information for € based on W is

Iw () = Eo(ly(W)?) = —Egly

| g |
S ) S —
0 [:(9+wy1” 30°

Hence the information bound for estimation of # based on observation of W is 362.
B. When we observe (X,Y), the scores for § and n are given by

: 1 : 2
le(:v,y)ZE—ny, ln(x,y)ZE—(H@y),

and the second derivatives are

iee(% ?J) = _9_27 Inn<l', y) = _2/772 ) and IGW(Ia y) =Y.

Hence the information matrix for (¢, 7) is given by

1/6>  1/(6n)
10.m) = ( Yo 2 ) '

Thus when 7 is known, the information for # is 1/6? and the information bound
based on observation of (X,Y") is §2. When 7 is unknown the information for 6 is

log., = Iio= 111 — Lol I
= 1/6° = () *n?/2 =1/(26%),

and the information bound for estimation of # is 26% . Thus lack of knowledge of 7
costs a factor of two in the bound.

C. Reduction to W cost a factor of 3 in the bound as compared to the bound based
on (X,Y) when 7 is known and a factor of 3/2 in the bound based on (X,Y’) when
7 is unknown. Thus reduction to W does not seem to be advisable. We can do
better by basing estimation on both X and Y'!

. Suppose that § = (91, 6;) € © C R* where §; € R and 0, € R*~1. Show that:

A It = 1, — Lo 15 1 is orthogonal to [12] = {a’lg a€ R} in Lz(Pg)

B. @110 =inf cpe E9<11 —c 12) and that the infimum is achieved when ¢ = I1515,".
Thus

Lo = Ey(ly — Lalp'ly)? = Ep[(1)?7].
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C. Prove the formulas (15) and (16) on page 21 of the Chapter 3 notes and interpret
these formulas geometrically.

Solution: A. Note that for any a € R*~! we have
E@[lilga] = E@ {(ll — 112]2_21l'2)l'2Ta}
= {E9 {lllg} —[12[2_21E9 {lglg}}a
= {[12-[12}&20.

Thus If is orthogonal to [iy] in Ly(Pp).
B. Note that for any ¢ € RF~! we have

Eg(il — c’j2)2

= Ey(ly — Liolytls + LIty — ly)?

= Ey(iy — L2l l)* + Ep((Ii2155" — ¢)is)?
I — Lo I35 oy + Ey((ILoIst — ¢)is)?

[11-2

v

with equality if and only if ¢ = I1515,'. Here the second equality uses the
orthogonality proved in A.
C. Formula (16) says that

I = It — I ol . (0.4)
One way to derive this is as indicated on page 21: since [ = ] we have
L=1"+1%y  and Iy =10+ 1%,
Hence it follows that
I+ I ol
= T 4 12y + I L (TP 4 122,)
= I {(I”Ill + LNl + (I 172 + [12122)j2}
— I {Ident 40 ZQ}
= I,
Rearranging yields (0.4). Note that this indentity decomposes the efficient influence

function /; in the larger model with both ¢; and 63 unknown into its projection onto
the efficient influence function in the sub-model when 6 is known, namely I;;'l;,

and a term which is orthogonal to [[;]. Formula (17) follows immediately from (16)
in view of orthogonality of the two terms:

I, = ELIT) = BUIT I + I s Bo1E Iy 17
= It I IR I I



