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Ron Pyke
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Bill Birnbaum and Ron Pyke,
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Goodness of fit via phi-divergences:a new family of test statistics — p. 6/43



Two expository articles:

* Pyke, Ronald (1970). Asymptotic results for rank statistics.
IN Nonparametric Techniques in Statistical Inference,

pp. 21 - 37. M. L. Puri, ed. Cambridge University Press.

Goodness of fit via phi-divergences:a new family of test statistics — p. 7/43



Two expository articles:

* Pyke, Ronald (1970). Asymptotic results for rank statistics.
IN Nonparametric Techniques in Statistical Inference,

pp. 21 - 37. M. L. Puri, ed. Cambridge University Press.

* Pyke, Ronald (1972). Empirical processes.
IN Jeffrey-Williams Lectures: 1968-1972, 13-43.
Canadian Mathematical Congress, Montreal.

Goodness of fit via phi-divergences:a new family of test statistics — p. 7/43



ASYMPTOTIC RESULTS FOR
RANK STATISTICSY

RONALD PYKE}

1 INTRODUCTION

T appreciate the opportunity to speak at this Symposium. When Laccepted
Professor Puri’s invitation to give an expository paper, I did so because
I believe that an expository paper is a good thing, in the spirit of Sellar
and Yeatman’s dichotomization of British history, 1960. It is clear
however that a complete exposition of the enormous literature which
exists today on limit theorems for rank statistics should not be attempted
within a short paper. Moreover, the book by Hajek and Sidak (1967)
already provides an excellent coverage of most of this literature. I shall
instead simply attempt to impart some personal comments on the
philosophy of limit theory and to illustrate by means of two examples
one particular approach to asymptotic results for rank statistics.

The significant role of limit theory in Nonparametric Inference, and
hence the importance of a limit theorist or ‘limitor’, is empirically verified
by the following statement:

649, of all papers in Nonparametric Inference
are concerned primarily with asymptotic results.’ (1)

This finding is based on the personal assignment of weights 0, § and 1 to
the random [sic] sample of 83 papers listed in the program of this Sym-
posium. The weights were assigned according to a paper’s proportional
concern with asymptotic results. The sample average of these weights
was 21/33. Although the announced finding (1) is based on a very quick
and subjective analysis, I am sure it truly reflects the high concentration
of limit theory in our subject. I suspect if one made a more careful and
objective evaluation of this concentration, based say on the printed
proceedings of this Symposium, a higher estimate would be obtained.
This emphasis on asymptotic results is of course a quality of statistical
literature as a whole, and not just of Nonparametric Inference.

‘Practical problems are finite; tractable problems are infinite.’

+ An invited paper presented at the First International Symposium on Nonparametric
Techniques in Statistical Inference, Indiana University, Bloomington, Ind., 1-6 June
1969.

{ The research described herein was supported in part by the National Science Founda-
tion under G-5719.
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® Setting: classical “goodness - of - fit”

* Xi,...,X, Li.d. with distribution function F’

* Fp(x) = %Z?:l 1[X7;§:13]
* Test H : F' = Fyversus K : F # Fp, Fy continuous
* Without loss of generality Fy(x) = z, the U (0, 1) distribution
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1. Introduction: some history

® Setting: classical “goodness - of - fit”

° Xq,...,X, i.id. with distribution function F

* Fn(z) = %2?21 Lix,<a]

* Test H : F' = Fyversus K : F # Fp, Fy continuous

* Without loss of generality Fy(z) = «x, the U(0, 1) distribution

* Break hypotheses down into family of pointwise hypotheses:
H,: F(z) = Fy(x) versus K, : F(x) # Fy(x)

* H=N,H,, K =U_K,
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* Likelihood ratio statistic for testing H, versus K.:

]Fn(zc)nF"(x)(l _ Fn(x))n(l—lﬁ‘n(a:))
Fo(.ilj‘)nF”(x)(l . F()(ZE))n(l_F”(x))

:a new family of test statistics — p. 9/43
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* Thus

log A\p(x) = nlF,(x) log(
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* Thus

log An(z) = nlfn(z)log (EZES)
+ n(1l — F,(x)) log (1 : IEZ;ZE:CZ;)
= nK(F,(z), Fo(z))

* K(u,v) =ulog (%) + (1 —u)log G:S),
Kullback - Leibler “distance”
Bernoulli(u), Bernoulli(v)
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* Thus

log An(z) = nlfn(z)log (I?(:g;)
+ n(1l — F,(x)) log (1 : EZ;ZE;?)
= nK(F,(z), Fo(z))

* K(u,v) =ulog (%) + (1 —u)log ng),
Kullback - Leibler “distance”
Bernoulli(u), Bernoulli(v)

* Berk-Jones (1979) test statistic:

R, =supn 'log A\, (z) = sup K (F,(z), Fo(x)).

A5
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® History:
° Berk and Jones (1979)
° Groeneboom and Shorack (1981)
o Shorack and Wellner (1986, p. 786)

°© Owen (1995): inversion of R,, to get confidence bands
finite - sample distribution via Noé’s recursion

° Einmahl and McKeague (2002): integral version of R,

© Donoho and Jin (2002): supremum version of
Anderson-Darling statistic
with comparison to Berk - Jones statistic R,
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2. A new family of statistics via phi-divergences

* Fors € R, x > 0 define

( 1—st+sx—x°
:Ss(ls_xs)af; ) 8#071

¢s(x) =4 zlogr —xz+1, s=1

—logz+2x—1, s=0.

\
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2. A new family of statistics via phi-divergences

* Fors € R, x > 0 define

( 1—st+sx—x°
:Ss(ls_xs)ac ) 8#071

¢s(x) =4 zlogr —xz+1, s=1
—logz+2x—1, s=0.

\

* Then define

Ks(u,v) = v¢s(u/v) + (1 = 0)ds((1 —u)/(1 = v)).
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* Special cases:

Ki(u,v) = K(u,v)

= ulog(u/v) + (1 —u)log((1 — u)/(1 —v))
Ko(u,v) = K(v,u)

1 (u—v)?
) = 20(1 —v)
K_l(u,v) = KQ(U,U) — %rgt(bl__vzb)

Ky ja(u,0) = 2{(vi — o) + (VI—u — VI—0)?)
— 41 — v — /T =) = v)}.




* The new family of statistics:

Sn(s) _ SUPgzcRr Ks(]Fn(iU),Fo(aj)), s> 1
SUPze[X (1), X (n)) Ks(Fy(z), Fo(z)), s<1,
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* The new family of statistics:

Sn(s) _ SUPgzcRr Ks(Fn(iU),Fo(a})), s> 1
SUPze[X (1), X (n)) Ks(Fy(z), Fo(z)), s<1,

* Thus, with Fy(z) = =,

R, S, (0) = “reversed” Berk-Jones = R,

1 (Fp(x) — x)?
2 reR 513(1 o ZIJ)

§Q
VN
[E—
N——"
|

Y
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} s=-0.5
I
I

2.5 s= 0.0

1 - 2 - 3 - 4

Fig. 1: ¢s(x), s € {—1,—-0.5,0.0,0.5,1.0,1.5,2.0}
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Figure 2. Ky(u,v)
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0.6

Figure 3. Kl/g(u, ’U) 0.8
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3. Null hypothesis distribution theory

* Owen (1995) and Jager (2006):
finite sample critical points via Noé’s recursion for n < 3000
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3. Null hypothesis distribution theory

* Owen (1995) and Jager (2006):
finite sample critical points via Noé’s recursion for n < 3000

* For n > 3000, asymptotic theory via Jaeschke (1979) and
Eicker (1979) (cf. SW p. 597 - 615), together with

Kq(u,v) &~ 2_1(u — 0)2/[1}(1 — )]

SO

Vn(Fn(z) — ) U(x)
() \/.:1;(1—:1;') fd \/.:1;(1—:1;') ()

with U a standard Brownian bridge process on [0, 1].
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* U = standard Brownian bridge on [0, 1]
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* U = standard Brownian bridge on [0, 1]
* B = standard Brownian motion on |0, o)
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* U = standard Brownian bridge on |0, 1]
* B = standard Brownian motion on [0, o)
* X = Ornstein-Uhlenbeck process on (—oco, >0)

Cov[X(s),X(t)] = exp(—[t — s])

B (6215)
62t

X(t) £ e 'B(e2) =
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U = standard Brownian bridge on [0, 1]

B = standard Brownian motion on [0, co)

X = Ornstein-Uhlenbeck process on (—oo, 00)

Cov[X(s),X(t)] = exp(—[t — s])

X(t) £ e7'B(e2) =

(e*)

e2t

Thus we can represent Z in terms of X:

Z(x)

U(z)

Va(l - z)

1
X (§log

X

1l —=x

)

gﬁﬁ(lfx)

Go
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° Thusfor0 < d, < e, <1, with a, = e,(1 —dy)/[dn(1 — e,)],

e d Hog(en /(1—en))
||Z||dn — dnzligen‘ ( )‘ o ||X||2 Llog(d,/(1—d,))
4 X||2 logan by stationarity of X

da B(t) Han

1
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° Thusfor0 < d, < e, <1, with a, = e,(1 —dy)/[dn(1 — e,)],

o —en
Z(x)| £ |2, o8en/timen))

1Z]| > = dni‘igen log(dy /(1—dn))
4 X||2 logan by stationarity of X

i B(t) Han

1

° Ifd, =1/n,e, =1—1/n, then a,, = n?(1 —1/n)? ~ n?, and

2 1loga, ~ logn
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* b(t) = +/2loglogt
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* b(t) = +/2loglogt
° ¢(t) = 2loglogt + 2 1logloglogt — 27! log(4m)
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* b(t) = +/2loglogt
° ¢(t) = 2loglogt + 2 1logloglogt — 27! log(4m)
°* Fy(x) =exp(—exp(—x)), x € R
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b(t) = +/2loglogt

c(t) = 2loglogt + 271 logloglogt — 27! log(4m)
E,(x) = exp(—exp(—2x)), x € R

Theorem (Darling and Erdos, 1956).

t
BT (t
b(t) \/(%) —c(t) =g Y ~E,, as t —
1
B(t
b(t) % — c(t) =g max{Y],Ys} ~ E2, as t — ¢
1

where Y1, Y are independent, Y; ~ £, j = 1, 2.
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° Letr, =logy,n + (1/2)logsn — (1/2) log(4m).
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° Letr, =logyn + (1/2)logsn — (1/2)log(4m).

® Theorem. If I' = Fp, the uniform distribution on [0, 1], then for
—1<s<2

nSy(s) —ryp —q Ys

where P(Y; < x) = exp(—4exp(—x)).
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Figure 5. P(nS,(1/2) — r, < z) for n =102, 10*, 10° and
P(Y4 S ZE)
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Figure 6. P(nS,(1) —r, < z) for n =102, 10*, 10% and
P(Y4 S ZE)
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® p, = \/2 logon, ¢, = b% + (1/2){logs n — log(4m)}
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® p, = \/2 logon, ¢, = b% + (1/2){logs n — log(4m)}

. qul)(oz) = Ysa +Tn
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® bn — \/2 10g2 n, Cn = b% _|_ (1/2){10g3 n — 10g<4ﬂ-)}

. qél)(oz) = Ysa +Tn

o ¢P(Q) = yaa + c2/(202),
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Cn:

b2 + (1/2){logszn — log(4m)}
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Figure 7. Exact and approximate .95 quantiles of n.S,,(s),
10 < n < 3000.
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4. Limit theory under alternatives and power

® Theoremi. If X;,..., X, arei.i.d. Fe€ K and 0 < s < 1, then

Sn(s) —as. Oiugl Ks(F(x),x) = Soo(s, F). (1)

® Theorem2. If X¢,...,X,, arei.id. F € K and s > 1, then (1)
holds if and only if

/0 1{F_1(u)(1 — F 1))}y < .
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* Poisson boundary distributions
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* Poisson boundary distributions

® Theorem: (Berk & Jones, 1979). If F'(z) = 1/(1 + log(1/x)), and
X1,..., X, are i.i.d. F, then

Ry, =Sp(1) =4 1/U < Sup M
t>0 U

where U ~ U (0, 1), N is a standard Poisson process.
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* Poisson boundary distributions
® Theorem: (Berk & Jones, 1979). If F'(z) = 1/(1 + log(1/x)), and
X1,...,X, areiid. F, then

Ry, =Sp(1) =4 1/U < Sup M
t>0 U

where U ~ U (0, 1), N is a standard Poisson process.

* (Generalization: let

[ (1 + ==Ly, 1 <s< oo,
Fo(z) = (1+log(1/z))~", s =1,
C(1—s@l-1)Ye s<0.
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* Theorem. (Poisson boundaries for s > 1 and s < 0).
(i) Fix s > 1 and suppose that X1,...,X,, are i.i.d. Fs. Then

1 N(t) g 1
Sn(s) —a = — ] =
(5) (P ; ) i

(i) Fix s < 0 and suppose that X;,...,X,, arei.i.d. F;. Then

1 t\
Sh(s) — sup ——
(5) d1—s<Q£N@J

where S1 = FE; is the first jump point of N.
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Figure 7. Poisson boundary distribution functions,
se{1,1.5,2,3 U{-2,-1.0,—1.5,0.0}.
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* Ingster - Donoho - Jin testing problem
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* Ingster - Donoho - Jin testing problem
°* Suppose Yi,..., Y, .i.d. GonR

° test H : G = &, the standard N (0, 1) d.f. versus
Hi :G=(1—¢€¢)®+ €eP(- — p), and, in particular, against

H™ G =(1-6)®+ e ®(- — pin)

fore, =n=", u,=2rlogn
1/2<08<1,0<r <.
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HC WMAP =c=300 arcmin

Figure 7.
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* transformto X; =1 — ®(Y;) € [0, 1] i.i.d.

F=1-G@®'(1-").
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* transformto X; =1 — ®(Y;) € [0, 1] i.i.d.
F=1-G@®'(1-").
* Then the testing problem becomes: test

Hy: F=Fy=U(0,1) versus
H™ : F(u) = u+ e {(1 —u) — (& (1 — u) — pn)}
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* transformto X; =1 — ®&(Y;) € [0,1] i.i.d.
F=1-G@®'(1-").
* Then the testing problem becomes: test
Hy: F=Fy=U(0,1) versus
HY : F(u) = u+ en{(1 =) = 27" (1 = u) — )}

* Test statistics: Donoho-Jin: Berk-Jones R,, = S,,(1) and

e Vi(En(z) — 2

sup
X (1) Se<X([n/2)) \/33(1 — )

Tukey’s “higher criticism statistic”
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HC WMAP =c=300 arcmin

Figure 7.
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* Define the optimal detection boundary p*(3) by

“(§) = B —1/2, 1/2 <3< 3/4
p1(h) = (1-vI=08)% 3/4<pB<1
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* Define the optimal detection boundary p*(3) by

“(8) = B —1/2, 1/2<3<3/4
P (1—-+v/1-p8)%, 3/4<B<1

® Theorem: (Donoho - Jin, 2004). For » > p*(3) the tests
based on HC? and R,, = S,,(1) are size and power

consistent for testing H, versus Hl(”).
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* Define the optimal detection boundary p*(3) by

“(8) = B —1/2, 1/2<3<3/4
’ | A—-1=0)?, 3/4<p<1

® Theorem: (Donoho - Jin, 2004). For » > p*(3) the tests
based on HC? and R,, = S,,(1) are size and power

consistent for testing H, versus Hl(”).

* Theorem: (Jager - Wellner, 2006). For » > p*(() the tests
based on S, (s) with —1 < s < 2 are size and power

consistent for testing H, versus Hl(”).
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Figure 8. Detection boundary: r > p*(5) detectable
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Reversed Berk-Jones
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Figure 9. Separation plots: n = 5 x 10°, » = .15, 8 = 1/2
Smoothed histograms of reps = 200 of the statistics under the
null hypothesis and the the alternative hypothesis

r=.15, beta=1/2, n=500 000, reps= 200
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5. Problems and questions

* Better “principled approximations” to the finite - sample null
distributions reflecting dependence on s? (First order limit
theory happens too slowly!)
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* Better “principled approximations” to the finite - sample null
distributions reflecting dependence on s? (First order limit
theory happens too slowly!)

* Conjecture: tests based on 5, (s) for —1 < s < 2 have no
asymptotic power (i.e. asymptotic power equal to their size)
for a “wide range” of contiguous alternatives. What exactly
IS the “wide range” for which this is true?
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asymptotic power (i.e. asymptotic power equal to their size)
for a “wide range” of contiguous alternatives. What exactly
IS the “wide range” for which this is true?

* What is the Bahadur efficiency of the statistics S,,(s) for
s € (0,1) with respect to the Berk-Jones statistic?

* What is the limit behavior of the statistics n.S,,(s) when
r = p* () in the Ingster - Donoho - Jin two point normal
mixture model?
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5. Problems and questions

Better “principled approximations” to the finite - sample null
distributions reflecting dependence on s? (First order limit
theory happens too slowly!)

Conjecture: tests based on §,,(s) for —1 < s < 2 have no
asymptotic power (i.e. asymptotic power equal to their size)
for a “wide range” of contiguous alternatives. What exactly
IS the “wide range” for which this is true?

What is the Bahadur efficiency of the statistics 5,,(s) for
s € (0,1) with respect to the Berk-Jones statistic?

What is the limit behavior of the statistics n.S,,(s) when
r = p* () in the Ingster - Donoho - Jin two point normal
mixture model?

Can the statistics S,,(s) be used to estimate ¢, in the two
point normal mixture model of Ingster - Donoho - Jin?
(Meinhausen and Rice (2006); Cai, Jin, and Low (2006))

Goodness of fit via phi-divergences:a new family of test statistics — p. 41/43



Figure 9. partial sum approximation of a Brownian sheet
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(log n)?

<1/2

if 7> 1010388 ~ 10°
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logn)® .
g, = 28" 10 it n > 1010388 ~ 10°
n

* Number theory; Littlewood Li(x) — 7w (x) changes sign
infinitely often for x large.
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* Number theory; Littlewood Li(x) — 7w (x) changes sign
infinitely often for x large.

* Skewes (1933): first sign change of Li(z) — w(x) before
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(log n)?

Oy = <1/2

n

if 7> 1010388 ~ 10°

Number theory; Littlewood Li(x) — w(x) changes sign

infinitely often for x large.

Skewes (1933): first sign change of Li(x) — n(x) before

1079
o

Current estimate: first sign change of Li(x) — w(x) before
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