
hw_lect7_1
Consider a Bernoulli dist with parameter pi, (i.e. a population consisting of two types of objects denoted x = 
0,1, with the proportion of 1s in the population given by pi). Take samples of size n=3. 
a) What's the probability that the minimum of the three numbers is 1?
b) What's the probability that the minimum of the three numbers is 0?
Hint: repeat the derivation of the binomial distribution, i.e. writing out all possibilities, etc. but with X 
(i.e.,the number of heads out of n) replaced with Min (i.e., the minimum of the three numbers). 



hw_lect7-2 
For a period of 10 hours, we observe the number of cars that went through a stop sign (without 
stopping), per hour. Here is my data: 2, 2, 3, 2, 4, 2, 0, 1, 3, 2. what's the prob that, for a random 
hour, all cars will stop at the stop sign?  Note: What we are given here is data, and so, we can only 
approximate the distribution parameter(s).





hw_lect8_1
Consider the adjacent histogram.
a) Compute/find the sample mean x_bar. Show work.
b) Find The sample std. dev. s, using the defining formula.
c) Draw the mean and the sample std. dev. on the histogram.

hw_lect8-2
(a) For the bottom/left distribution, find the distr. mean mu_x = E[x].
(b) For the bottom/right distribution, find the distr. mean mu_y = E[y].  Note that y = x + 1.



hw_lect8_3:
To understand our formulas, it is often useful to see what they say if our data are just a bunch of 0's and 1's.
So, suppose our data consists of n0 zeros and n1 ones. Note: n = n0 + n1 .
a) Find the sample mean
b) Show that the sample variance is (n0 * n1)/(n(n-1))

hw_lect8-4
For the exponential distribution with parameter lambda, find the mean.
Hint: You may use thise integral:


