




But regression can also be viewed as a method for error reduction.
This other way of viewing regression will look very different, and it's also less intuitive/geometrical. 
But it is the more useful and generalizable view. In this view, the focus is on the variance of the y's, 
and as a result, the method is called The Analysis of Variance (ANOVA). It leads to quantities 
called R^2 and s_e which together quantify how good is the regression model. 











hw_lect12_3:
For the data shown here:
x= 45, 58, 71, 71, 85, 98, 108
y = 3.20, 3.40, 3.47, 3.55, 3.60, 3.70, 3.80
a) Compute the eq. of the OLS fit.
b) Compute the total variation, SST.
c) Decompose SST into explained and unexplained.
d) Compute R2 and interpret it (in English),
e) Compute the std. dev of errors, s_e, and interpret it (in English).
All by hand. You may use R to compute sums, means, std. deviations, but not a function that does regression or 
analysis of variance.


