
















hw_lect13_2
The procedure for estimating the regression coefficients in polynomial regression is the same as before, i.e. by 
minimizing MSE with respect to alpha, beta_1, beta_2, ....  Each derivative leads to a linear equation, and the 
system of equations can be uniquely solved to get alpha_hat, beta_1_hat, etc. For this hw, consider a quadratic 
regression,and derive the linear equations that must be satisfied by alpha_hat, beta_1_hat, etc. Write these 
equations in terms of the following means: 
Do not solve the system of equations.

hw_lect13_1
a) Read the data file transform_dat.txt from the course website into R, and 
b) Make a scatterplot of y vs. x.
c) Transform x and/or y to linearize the relationship.
d) Perform regression on the transformed data, i.e., do (lm),
e) Overlay the corresponding line on the scatterplot
f) What percentage of the variability in the transformed y is explained by the transformed x, and what's 
the typical error in the prediction of the transformed y.

hw_lect13_3  (By R)
Return to the data you collected at the start of the quarter. Call the 2 continuous variables x and y, depending on 
which variable you want to predict from the other, and
a) Perform simple linear regression to estimate the regression coefficients, and interpret them.
b) Draw the regression line on the scatterplot of y vs. x
c) Compute R^2 and interpret it
d) Compute s_e and interpret it
e) Do you need to consider polynomial regression? Or transforming variables? If so, do it!


