


1) That's the sampling dist. of the sample mean. But one can talk about the sampling dustribution of the 
sample median, the sample standard deviation, the sample proportion, the sample anything.... Later (in ch 11), 
we will even talk about the sampling distribution of the sample fit. They all say something about the typical 
value and the typical fluctuation of the respective quantity.

2) Like the name suggests, it is a distribution, ie.p(x) or f(x), that can be derived mathematically, or
simply assumed as a description of the population of all x's. In fact, you have already seen some sampling 
distributions, e.g. distribution of minimum, maximum, ... of sample of size 2 or 3 taken from Bernoulli.The 
only reason I talk about a histogram is to make the concept of the sampling dist. more intuitive; the talk of 
taking a zillion samples etc. is just thought experiment; in practice, we take only one sample of size n. The 
histogram is sometimes called the "empirical sampling dist." 



ntrial = 64 
xbar = numeric(ntrial)
par(mfrow=c(8,8))
 for( trial in 1:ntrial ){
 x = rnorm(50, 0, 1)
 hist(x, breaks=10)
 xbar[trial] = mean(x)
 }
hist(xbar, main="")











Important
Distinguish between random things (like x_bar) and non-random things (like x_bar_obs and mu_x). In lower-
level stat classes this is not an important distinction; but at the 390 level, it is. And this important distinction 
will stay with us until the end of the quarter.



And, yes, in all of the above calculations of prob, we need to know the mu_x and sigma_x of population. So, 
this whole lecture does not seem to deliver on the promise of being able to determine mu_x and sigma_x of the 
population from a sample.  For the delivery of that promise, wait for next lecture.



hw_lect15_2  (By R)
a) write R code to produce the sampling distribution of the sample maximum, for samples of size 50 taken 
from a standard Normal. Use 5000 trials,
b) Repeat for the sample minimum.

Turn-in your code, and the resulting 2 histograms.
FYI, these distributions arise naturally when one tries to model extreme events, e.g. the biggest storms, the 
strongest earthquakes,the brightest stars, the smallest forms of life, etc.

hw_lect15_3  (By R)
a) write R code to take 5000 samples of size n=100 from an exponential distr. with parameter lambda=2, and 
make a qq-plot of the 5000 means. Recall that if the qq-plot is a straight line, then the histogram of the sample 
means is Normal. This will show that the sampling distr. of sample means is Normal, even when the pop. is not!

b) using the qq-plot, estimate the mean and std. dev. of the sampling dist. of sample means. Are they consistent 
with what you would expect from our formulas for the mean and standard deviation of the sampling distribution? 
show work.

hw_lect15_4
A sample of size 36 from a Normal pop. yields the observed values xbar= 3.5 and s=1.
a) Under the assumption that mu_x = 2.5, and sigma_x = 2, what's the prob of a sample mean larger than the one 
observed?
b) Under the assumption that mu_x = 2.5, and sigma_x = 2, what's the prob of a sample mean smaller than the 
one observed?
c) Under the assumption that mu_x = 3.5, and sigma_x = 2, what's the prob of a sample mean larger than the one 
observed?
d) Under the assumption that mu_x = 3.5, and sigma_x = 2, what's the prob of a sample mean smaller than the 
one observed?
e) Now, suppose we know that sigma_x = 2, but we don't know mu_x. What is the observed 95% Confidence 
Interval for mu_x.  Interpret it, in TWO ways.

hw_lect (By R)
Students are often suspicious of my claim that the E (i.e., distribution mean) of the ith element of a sample 
of size n is equal to the population mean, i.e. E[x_i] = E[x]. To convince yourself, write code to 
- take 10^7 samples of size 50 from a normal distribution with mu = 2 and sigma = 3,
- select the 3rd element in each of the 10^7 samples, and store them in an array called x3.
- compute the mean of x3.
Convinced?!

hw_lect15_1
Examine hw_lect7_1. In our new language, what you did there is to find the sampling distribution of the 
sample minimum (for samples of size n=3). 
a) Revise the posted solution to find the sampling distribution of the sample mean for n=3.
b) Show that the mean (expected value) of that distribution is pi.


