




z vs. t  <=>  known vs. unknown sigma <=> large sample vs. small sample
Note that the basic difference between The z-interval and the t-interval is in whether we know sigma, or not, 
respectively. So, in books the t-interval often appears under the header "Known sigma," and the t-interval is 
under the header "Unknown sigma." But often these 2 intervals are also called "large-sample CI," and "small- 
sample CI," respectively. The reason for that naming is that if the sample is large, then the sample std dev s is 
going to be a very good approximation of sigma, and so, we can use our CI formula with s instead of sigma. 
When the sample is small, then s is not a good approximation of sigma, and so, we use the t-based CI.













hw_lect18_1
For the data you collected, consider one of the continuous variables (call it y), and one of the 
categorical/discrete  variables (call it x). Let mu1 denote the true mean of y when x = (first lelvel of x), and 
mu2 denote the true mean of y when x= (2nd level of x).
a) compute a 2-sided, 95% C.I. for mu1-mu2.
b) Is there evidence from data that mu1 and mu2 are different?

hw_lect18_2
Let pi_1 denote the true proportion of defective bridges in the USA,
and pi_2 .... in Canada.
A sample of n1=80, and n2=50 bridges from the two countries, respectively, is taken, and it is found that 21% 
of the bridges in the USA, and 10% of the bridges in Canada are defective. At 95% confidence level
a) Is there evidence that the true proportions are different?
b) Is there evidence that pi_1 is larger than pi_2?


