


 n = 10
   n.trial = 64
   
   x = c(1:n) 
   y_true = 10 + 2*x
   sigma_eps = 15

   par(mfrow=c(8,8),mar=c(0,0,0,0)) 
   set.seed(123)
   for(trial in 1:n.trial){
   y_obs = y_true + rnorm(n,0,sigma_eps)
   lm.1 = lm(y_obs ~ x)
   plot(x, y_obs)
   abline(10,2, col=2)
   abline(lm.1, col=4)
   }

















The regression equation is
durpr = -0.912 + 0.161 formconc + 0.220 catratio + 0.0112 temp + 0.102 time

Predictor      Coef     StDev      T      p
Constant    -0.9122    0.8755  -1.04  0.307
formconc    0.16073   0.06617   2.43  0.023
catratio    0.21978   0.03406   6.45  0.000
temp       0.011226  0.004973   2.26  0.033
time        0.10197   0.05874   1.74  0.095
S = 0.8365 R-Sq = 69.2% R-Sq(adj) = 64.3%

Analysis of Variance
Source      DF      SS     MS     F     P
Regression   4 39.3769 9.8442 14.07 0.000
Error       25 17.4951 0.6998
Total       29 56.8720







hw_optional
We have seen  that adding useless predictors to a regression model will increase R2. Here, let's examine what 
our inference methods say if the predictors are, in fact, useless. Suppose the true/pop fit is y = 1,(i.e., no x at 
all), and so a possible sample from the population could be the following:

 set.seed(123)     # Use this line to make sure we all get the same answes.
 n = 20
 y = 1 + rnorm(n,0,1)

a) Write code to make data on 10 useless predictors (and no useful predictors) each from unif(-1,+1), fit the 
model y = alpha + beta1 x1 + ... + beta10 x10, perform the test of model utility, and perform t-tests on each of 
the 10 coefficients to see if they are zero. Show/turn-in your R code.

b) According to the F-test of model utility, are any of the predictors useful at alpha = 0.1?

c) According to the t-tests, are any of the predictors useful at alpha = 0.1? See the solns to make sure you 
understand the moral of this exercise.

hw_lect25_1
We have learned that if p-value < alpha, then there's evidence to reject H0 in favor of H1. For the test of model 
utility, p-value = pr(F > F_obs). So, for that p-value to be less than alpha, F_obs must be larger than some 
critical value.

a) At alpha=0.05, find the critical value of F_obs for a multiple regression problem involving four betas, and 30 
cases. 

b) Find the critical value of R^2 (above which p-value < alpha). Hint: The F-ratio appearing in the test of model 
utility depends on R^2 of the model. So, if you know the critical value of F (as in part a), then you know the 
critical value of R^2.

Moral: Like all other tests we have studied, the reject/no-reject decision can be based on the critical value of 
some statistic, i.e. without a p-value. For the test of model utility, the decision can be made by comparing F_obs 
with some critical value (e.g. found in part a), or even by comparing R^2_obs with its critical value (e.g. found 
in part b).

hw_optional
Consider a multiple regression problem with k betas on the right-hand side. Suppose all of the k predictors are 
completely useless. But, of course, we don't know that, so we test each of the betas individually. Our hyp. 
testing formalism assures that each test has prob. alpha of finding the predictor useful (when in fact it's useless).
a) what's the prob. of finding j useful predictors out of k predictors? Hint: Here you should recognize a familiar 
string of words here!
b) What's the prob. that at least 1 of the k predictors will be found to be useful (when it's not)?
c) Plot that prob vs. k = 1:100, for alpha=0.05, and for alpha=0.01
(Make sure you check the soln, later)


