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Random Variable. This is a very important (but dense) concept in statistics and data analysis.

All we need to know about it is that it is a variable (e.g. length, time, fruit type) that changes values
every time we observe/measure it. So, when you measure your weight several times, and get several
different values, that makes "weight" a random variable.

There are different reasons for why things are random; in the weight example, it's because your weight
scale is not perfect. In other situations it's because the observations we make are on a random sample
taken from the population. For example if we consider a stat 390 class as a random sample of size
120 taken from the population of all students who have taken (or will take) stat 390 students, then the
"class mean grade" is a random variable. By contrast, the mean grade of all students who have taken
(or will take) stat 390 is NOT a random variable. That mean is not subject to variability at all; it's a
unigue number that exists, but we don't have access to it. For that reason, it's called the population
mean; recall the defn of population. The other mean; i.e., of a class is called the sample mean. It's the
sample mean that's a random variable. The population mean is not - it's called a population

parameter. We'll talk more about these later. But, for now, the take-away should be that things dealing
with (random) samples are random variables, while things pertaining to the population are not.
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hw_lect2 1
-up with 2 examples for each of the three types of variables (continuous, discrete, categorical). As
discussed in this lecture, the type of a variable cannot be determined without the actual data, ie. the type
depends on the specifics of data. Here, however, ignore that complexity, and base your answer on theoretical
considerations (ie. based on what you know about that variable).

</'\

hw lect2 2

ez
data set with the following specifications.Any source is allowed: web, books, papers, your own
work, etc. However, the data cannot be made-up! It must pertain to a real problem. We will apply every

technique we learn to this data set. Put thought and effort into it, because in the past I have been able to help
students to get a journal publication based on their work.

Specifications:

1) Number of cases: 30, or more (the more, the better),

2) Two categorical or discrete variables. One of them must have between 2 and 6 levels, and the other must
have between 3 and 6 levels. See part b) for a requirement on the histograms.

3) Two continuous variables.

4) The four variables must relate to a common problem, not four unrelated problems.

a) Print the first 30 cases, in the following tabular format, and turn it in.
columnl = varl, column2 = var2, etc..

b) Plot histograms for each of the four variables. By R.

For the continuous vars. pick an appropriate # of bins.

For the discrete vars. it is important for the hist to have at least 2 bars with more than 1 count.
In R, if x=qualitative, e.g. x=c("a", "b", "c"), do plot(as.factor(x)) to make a histogram.

Keep a copy of the data set because you will need it for other hw problems while this hw is being graded.

Here is motivation for putting effort into this hw problem:

Throughout the quarter we will be applying a wide range of methods to this data set. In past quarters there have
usually been a few students who manage to take all of that analysis and turn it into something more than just
hw. There have been technical reports, conference posters, and even journal publications. One student even
published it in the very prestigious journal Science. So, if you're interested in something like that, let me know
and I can help you out. So, it's best to put in some effort at the beginning to collect "good data." Every hw
related to this data will be an opportunity to see if the data is good, and you can always change and/or update
your data throughout the quarter




