






Important comments:
1) The nth percentile/quantile/quartile/... is a number on the x-axis in the above figure. In other 
words, it has the same units as x itself. If x is in Kg, then the nth percentile is a number in Kg.  It is 
NOT (necessarily) a percent. 
2) The notion of the nth percentile/quantile/quartile/... applies to histograms, as well. In that case, it's 
called the sample percentile/quantile/quartile/... . So, for example, the 65th sample percentile of data 
on weight is a specific value of weight in your sample for which 65% of the cases are smaller.
3) The notion of the nth percentile/quantile/quartile is an extremely useful concept. It shows-up 
everywhere. One place is in summarizing distributions and histograms. Look:

Suppose you want to find out which of two computers is faster. you take a given program, and run it 
on each computer 100 times, and record the times it takes to run the code to completion. You 
can/should then look at the histogram of "completion time" for the 2 computers!

Which computer is faster? Discussion:

1) It looks like B is faster on the average. But B is also more moody! (Learn to also look at the width 
of histograms.) So, which computer should you buy?! The answer: It depends.

2) More importantly, the huge overlap between the histograms causes a huge problem. The true 
mean of x for the two computers is somewhere close to the center of each histogram; but we don't 
know where After all, our data is only a sample taken from some unseen population. So, if/when 
there is too much overlap, then we cannot tell which computer is truly faster; see the next page, too. 



Observations: Based on this sample, we cannot really tell if one computer is faster. We could have 
been able to say something if one hist/boxplot were strictly shifted with respect to the other. Note the 
the REASON we caanot tell is the WIDTH of data/hist/boxplot. This is one way in which the width of 
data plays an important role. 

Now. suppose we decide to compare the computers only in terms of the center (say, median or 
mean). Then, computer B is faster "on average" because its typical completion time is shorter. But 
computer B is also more "moody" (less consistent), because it has a wider spread in completion times. 
So, again, WIDTH plays an important role.

Having said all that, one cannot conclude that computer B is faster, because these boxplots are based 
on a sample/ hist. We do not know what is the distribution of x (i.e. the population). We do know the 
true dist./population mean (or median) of x for each computer is somewhere in the boxplot,  but we 
don't know where. Given the huge overlap between the boxplots, we cannot conclude that B is faster 
in the population. In fact, in this case we cannot conclude anything about the population/distribution 
because there is too much overlap. Get used to this kind of conclusion! It happens because of the 
existence of WIDTH! 

How much overlap is too much? Ans. in Ch-7 and beyond. For now, just learn that every time you see 
a number, it's actually a sample (of size 1), and that it's actually a single realization of a random 
variable, and that the variable actually has a spread/width.





hw_lect6-4
Consider ONE of the 2 continuous random vars, and ONE of the 2 discrete/categorical variables in the data you 
collected. Make comparative boxplots for the continuous variable for each level of the discrete variable. E.g. if 
the discrete var. has 4 levels, then you need to show 4 boxplots for the continuous variable, all on the same plot, 
side-by-side. Interpret/discuss them. By R.


