


A comment about phrases like "take a sample of size x from distribution y."

Statements like that are unambiguous when we talk about a distribution like N(mu,sigma). For example, a sample of 
size 3 from N(mu=1, sigma=2) is 3 (real) numbers, each between -infinity and +infinity, most likely around 1, and with 
typical spread around 2. 
 
But things get confusing when we talk about "take a sample of size 3 from Binom(n,pi)." In that case, the sample size is 
NOT the n in Binom(n,pi). Read the last sentence again! The n in Binom(n,pi) *may* be interpreted as a "sample 
size," but that sample (of size n) would be taken from a Bernoulli(pi), NOT Binomial.  This is evident in the derivation 
of the binomial; there, when we took a "sample of size 3", the sample was taken from a Bernoulli distribution with 
parameter pi - that's why each sample of size 3 consisted of a sequence of 0s and 1s. By contrast, a sample of size 3 
from Binom(n,pi) would a sequence of 3 integers, each between 0 and n.  Once again, when we talk about taking a 
sample of some size from a binomial distribution, the size of the sample is NOT the n parameter of the Binomial.









hw_lect7_1
Consider a Bernoulli dist with parameter pi, (i.e. a population consisting of two types of objects denoted x = 
0,1, with the proportion of 1s in the population given by pi). Take samples of size n=3. 
a) What's the probability that the minimum of the three numbers is 1?
b) What's the probability that the minimum of the three numbers is 0?
Hint: repeat the derivation of the binomial distribution, i.e. writing out all possibilities, etc. but with X (i.e., the 
number of heads out of n) replaced with Min (i.e., the minimum of the three numbers). 

hw_lect7-2
For a period of 10 hours, we observe the number of cars that went through a stop sign (without 
stopping), per hour. Here is my data: 2, 2, 3, 2, 4, 2, 0, 1, 3, 2. what's the prob that, for a random 
hour, all cars will stop at the stop sign?  Note: What we are given here is data, and so, we can only 
approximate the distribution parameter(s); for now, go ahead and approximate .


