
Dealing with ambiguity (e.g., how wide is a curve)
Dealing with precise syntax (e.g., words and their order matters)
Population (the truth)
Sample (our observed data)
Random Variable
Types of data (well-defined, but ambiguous)
Histogram (its interpretation and uses)
Probability from histogram
Distribution (its interpretation and uses)
Probability from distribution
Named distributions
The random variable "template" associated with each distribution
Standardization (for Normal and other distributions)
Percentile/quantile (for sample and/or dist)
boxplots (uses and interpretation)
Derivation and application of Binomial and Poisson.















hw_lect8_1
Consider the adjacent histogram.
a) Compute/find the sample mean x_bar. Show work.
b) Find The sample std. dev. s, using the defining formula.
c) Draw the mean and the sample std. dev. on the histogram.

hw-lect8-4
For the exponential distribution with parameter lambda, find the mean.
Hint: You may use this integral:

hw_lect8-2
(a) For the bottom/left distribution, find the distr. mean mu_x = E[x].
(b) For the bottom/right distribution, find the distr. mean mu_y = E[y].  Note that y = x + 1.

hw_lect8_3:
To understand our formulas, it is often useful to see what they say if our data are just a bunch of 0's and 1's.
So, suppose our data consists of n0 zeros and n1 ones. Note: n = n0 + n1 .
a) Find the sample mean
b) Show that the sample variance is (n0 * n1)/(n(n-1))


