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Problem 1 14 points

The following graphs represent unnormalized probability densities over the real axis. Assume

that the densities are 0 outside the interval [0; 8℄. Showing detail work is not required for this problem.

1.1 Compute the normalization onstants for the four densities; write their values above the 2 p.

respetive graphs. The normalization onstant is the number Z so that f =

1

Z

~

f is a probability

distribution.

1.2 Draw the CDF's of the four densities in the orresponding plots. 4 p.

(a) (b)
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() (d)

Z=6 Z=6
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1.3 Compute the probability of the interval [4; 6℄ under eah of the four probability distributions. 2 p.

a. P ([4; 6℄) = 2 � 2=10 = 0:4

b. P ([4; 6℄) = 0

. P ([4; 6℄) = (2 +

4

3

)=(2� 6) = 5=18

d. P ([4; 6℄) = 1� 1 � 1=6 = 5=6

1.4 Mark on graphs a, d the loation of the median. 1 p.

(a) (d)

Median = 4:5 Median = 5
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1.5 Mark on graphs b,  the loation of the mean. 2 p.



(b) ()

Mean = 2 Mean = 4
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1.6 Let U = 2X where X represents the original r.v in eah of the four ases. Find S

U

the set 2 p.

of values for whih f

U

> 0 and draw in the graphs below the (unnormalized) density of U for

ases b, d.

1.7 Compute the normalization onstants for the two densities obtained in 1.6; write their values 1 p.

above the respetive graphs.

(b) (d)

S

U

= [2; 8℄ S

U

= [6; 12℄

Z=3 Z=6
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Problem 2 6 points

Compute and make neatly labeled graphs of the density estimate for eah of the (very small) data

sets given below. If you hoose to draw an unnormalized f write the value of the normalization

onstant next to the plot. Show all your work.

2.1 Find a normal density estimate for the data = f2; 1; 1g by the Maximum Likelihood method. 3 p.

(A table with square roots of numbers 2{20 is available at the bottom of the page.) 2.2 Find a

3 p.



kernel density estimate for a square kernel with h = 3. Assume that the square kernel is

k(x) =

�

1 if x 2 [�0:5; 0:5℄

0 otherwise

data = f�1; 1; 2g

Solution

2.1

� =

P

n

i=1

x

i

n

=

1 + 1 + 2

3

=

4

3

�

2

=

P

n

i=1

(x

i

� �)

2

n� 1

=

(1� 4=3)

2

� 2 + (2� 4=3)

2

2

=

1

3

f(x) =

r

3

2�

e

�

(x�4=3)

2

2=3

plot should be here...

2.2

f(x) =

1

nh

n

X

i=1

k(

x� x

i

h

)

=

1

2� 3

�

k(

x+ 1

3

) + k(

x� 1

3

) + k(

x� 2

3

)

�

=

8

>

>

<

>

>

:

1

9

�2:5 � x < �0:5

2

9

�0:5 � x < 2:5; x 6= 0:5

1

9

2:5 � x < 3:5

3

9

x = 0:5

..and here

Problem 3 3 points

Let A;B be events in a sample spae S endowed with probability distribution P , and 0 <

P (B) = q < 1. Show that

A ? B implies A ? B

In the above, B = S nB and the symbol ? denotes probabilisti independene.

3.2 (this wasn't on the exam, but I left it here) X;Y are random variables, S

X

= f0; 1g; S

Y

=

f0; 1; 2g; P

Y

(y) > 0 for all y 2 S

Y

. Show by a ounterexample that

P

X

(x) = P

XjY

(xj0) for all x 2 S

X

6=) X ? Y

Solution Let p = P (A) = P (AjB); q = P (B), P (Aj

�

B) = x. We want to show that x = p. We

have

P (A) = P (AjB)P (B) + P (Aj

�

B)P (

�

B)



p = pq + x(1� q)

p(1� q) = x(1� q) =) p = x

Another solution: 3.1 A ? B ! P (AB) = P (A)� P (B)

P (AB) = P (A)� P (AB)

= P (A)� P (A)� P (B)

= P (A)� (1� P (B))

= P (A)� P (B) ) A ? B:

3.2 X;Y are random variables, S

X

= f0; 1g; S

Y

= f0; 1; 2g; P

Y

(y) > 0 for all y 2 S

Y

.One

ounter example will be

X 0 1 P

Y

Y = 0

1

8

1

8

1

4

Y = 1

1

8

1

4

3

8

Y = 0

1

4

1

8

3

8

P

X

1

2

1

2

Problem 4 8 points

Two ontinuous random variables X;Y taking values in S

X

= S

Y

= [0;1) are desribed by the

joint density

f

XY

(x; y) = �

2

e

��(x+y)

x; y 2 [0;1); � > 0

Let U = X + Y . Answer the following questions, showing all your reasoning.

Note: The univariate exponential distribution is f(t) = �e

��t

; t 2 [0;1); � 2 (0;1). E[t℄ =

1

�

; V ar(t) =

1

�

2

.

R

e

��t

dt = �

1

�

e

��t

.

4.1 Show that X ? Y . 1 p.

4.2 Are X and U independent? 1 p.

4.3 What are the marginal densities f

X

; f

Y

? 1 p.

4.4 What is the expetation E[U ℄? 1 p.

4.5 What is the variane V ar U ? 2 p.

4.6 What is the probability distribution of U? Either the density f

U

(u) or the CDF F

U

(u) are 2 p.

aeptable answers.

Solution

4.1

f

XY

(x; y) = �

2

� e

��(x+y)



= �e

��x

� �e

��y

= f

X

(x)� f

Y

(y) ) X ? Y

4.2 X and U are not independent. Sine if X is given, the value of U should be greater than X .

The support of the distribution of U given X will depend on the given value of X . Obviously,

X and U are not independent.

4.3

From 4.1, we know that X ? Y and that the density f

XY

= f

X

f

Y

. Hene, by separating the

fators depending on x and y we obtain: f

X

(x) = �e

��x

on S

X

and a similar result for f

Y

.

One question you may ask is: how did I know that the orret normalization onstants for f

X

; f

Y

are �? In this ase, we know it from the symmetry of f

XY

. In the general ase, when the funtion

f

XY

an be separated into two fators but is not symmetri w.r.t to x; y, i.e f

XY

= Cg(x)h(y),

we an immediately see that that g(x) and h(y) have to be the unnormalized densities of X;Y .

Hene, all that remains is to �nd the respetive normalization onstants.

Another, \longer", solution is here:

f

X

(x) =

Z

1

0

f

XY

(x; y)dy = �e

��x

f

Y

(y) =

Z

1

0

f

XY

(x; y)dx = �e

��y

Therefore, the marginal distributions of X;Y are both exponential(�). So E(X) = E(Y ) =

1

�

,

and V ar(X) = V ar(Y ) =

1

�

2

.

4.4 E[U ℄ = E[X + Y ℄ = E[X ℄ +E[Y ℄ =

2

�

.

4.5 V ar[U ℄ = V ar[X+Y ℄ = V ar[X ℄+V ar[Y ℄+2�Cov(X;Y ) =

2

�

2

, sineX;Y are independent,

whih implies Cov(X;Y ) = 0.

4.6

F (u) = P (U � u)

=

Z

u

0

Z

u�y

0

f

XY

(x; y)dxdy

=

Z

u

0

�e

��y

(1� e

��(u�y)

)dy

=

Z

u

0

�(e

��y

� e

��u

)dy

= 1� e

��u

� �ue

��u

f

U

(u) = F

0

(u) = �

2

ue

��u

:

Another solution: Sine X;Y are independent, we an obtain the density of X + Y = U by

onvolution.

f

U

(u) =

Z

u

0

f

X

(x)f

Y

(u� x)dx



=

Z

u

0

�e

��x

�e

��(u�x)

dx

=

Z

u

0

�

2

e

��u

dx

= �

2

e

��u

Z

u

0

dx

= �

2

ue

��u

Problem 5 7 points

Cryptographer So�a is trying to open the entrane to the mysterious \treasure of Deebal" (a

king who died exatly 1900 years ago). The door has a lok that an be opened by a ombination

from the following letters:

l

1

l

2

l

3

A A E

B I M

M M P

R R

T

That is, any ombination (l

1

; l

2

; l

3

) an be entered in the lok, but only one of them, \the

key"word, opens the door to the treasure.

So�a has the following probabilisti knowledge about the letters forming the key.

� The distribution of the �rst letter l

1

is uniform.

� If the �rst letter is A, then the seond letter l

2

is not a vowel, but it an be any of the

onsonants M,R with equal probability.

� If the �rst letter is not A, the seond letter is a vowel and P (l

2

= Ajl

1

6= A) =

1

4

; P (l

2

=

I jl

1

6= A) =

3

4

.

� The distribution of the third letter l

3

given the previous two is

P ( l

3

j l

1

< l

2

) =

�

T w:p: 0:6

E;M;P;R w:p: 0:1

P ( l

3

j l

1

> l

2

) =

�

E w:p: 0:6

M;P;R;T w:p: 0:1

Here l

1

< l

2

means that l

1

is before l

2

in the alphabetial order (for instane A < M ).

Answer showing all your reasoning.

5.1 What is the probability of the word \BIT"? 1 p.

5.2 What is the probability of the event \B*T", where * stands for any letter? 1 p.

5.3 What is the probability that the key word ends in T? 2 p.



5.4 So�a meets the ghost of a symbologist, who guards the treasure. She onvines the ghost 3 p.

that she is there on a sienti� mission and not to steal the treasure. The ghost whispers the

key word in her ear, but So�a only understands something like \..A..". But she is sure that the

key word is one the following four MAT, MAP, BIT, ART.

Denote by H the event " So�a understands \..A.."". The probability of H if the word ontains

an A is 0.9, and the probability of understanding \..A.." if the word doesn't ontain A is 0.1.

Given whether the word ontains an A or not, H is independent of everything else.

Knowing this, an you help So�a by �nding whih word has the highest probability to be the key

to the treasure? (Note that you are NOT required to also alulate the value of this probability.)

Solution 5.1

P (BIT ) = P (l

3

= T jl

1

= B; l

2

= I)� P (l

2

= I jl

1

= B)� P (l

1

= B) (1)

= 0:6�

3

4

�

1

3

= 0:15 (2)

5.2

P (B � T ) = P (BIT ) + P (BAT ) (3)

= 0:15 + P (l

3

= T jl

1

= B; l

2

= I)� P (l

2

= I jl

1

= B)� P (l

1

= B) (4)

= 0:15 + 0:1�

1

4

�

1

3

= 0:15 +

1

120

=

19

120

(5)

5.3

P (� � T ) = P (T jl

1

> l

2

)� P (l

1

> l

2

) + P (T jl

1

< l

2

)� P (l

1

< l

2

) (6)

P (l

1

> l

2

) = P (BA) + P (MA) + P (MI) =

1

3

(1 +

1

4

) =

5

12

(7)

P (l

1

< l

2

) = 1� P (l

1

> l

2

) =

7

12

(8)

P (� � T ) = 0:6�

7

12

+ 0:1�

5

12

=

47

120

(9)

5.4Denote by J the event fMAT, MAP, BIT, ART g. We need to �nd whih of P (MAT jH; J),P (MAP jH; J),

P (BIT jH; J); P (ART jH; J) is larger. Let's onsider P (MAT jH; J).

P (MAT jH; J) =

P (H jMAT; J)P (MAT jJ)

P (H jJ)

(10)

=

P (H jMAT )P (MAT )

P (H jJ)P (J)

(11)

beause

P (MAT jJ) =

P (MAT )

P (J)

and beause P (H jMAT; J) = P (H jMAT ), sine H is independent of J given the word MAT.



Note now that the denominator of the (11) doesn't depend at all on the word MAT, and it's the

same for all of the four words. So, to �nd whih word has highest probability given H; J we only

need to ompute the numerators. Here they are:

P (MAT jH; J) / P (H jMAT )P (MAT )

= P (H j\ontainsA

00

)P (l

1

=M)P (l

2

= Ajl

1

=M)P (T jl

1

> l

2

)

= 0:9�

1

3

�

1

4

� 0:1

=

9

1200

P (MAP jH; J) / P (AjMAP )P (MAP )

= 0:9�

1

3

�

1

4

� 0:1 =

9

1200

P (BIT jH; J) / P (H jBIT )P (BIT )

= P (H j \does not ontainA

00

)P (BIT )

= 0:1�

19

120

=

19

1200

P (ART jH; J) / P (H jART )P (ART )

= P (H j \ontainsA

00

)P (l

1

= A)P (l

2

= Rjl

1

= A)P (T jl

1

< l

2

)

= 0:9�

1

3

�

1

2

� 0:6

=

9

100

Clearly the word with the largest probability is \ART"!


