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CDF: Cumulative Distribution Function /

Statistics and Motivation of Resampling Methods /

EDF: Empirical Distribution Function /

Properties of the EDF é—-

Inverse of a CDF and sampling &

Applications of EDF: testing if data come from known distribution (- .

Lab 2

Reading: Lectures 0, 1, Lab 2
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EDF: Empirical Distribution Function

Recall Given a value xp, F(xp) = P(X; < x) forany i =1,--- ,n.
»> Namely, F(xp) is the probability of the event {X; < xo}.
Idea Use Fp(xp) as the estimator of F(xp).

’:_n(XO) = =

number OfX,' SXQ Z,‘n:l I(Xl SXO) _ lil(X < X )
total number of observations n n<—= =

> Hence F,(x) (as a function) is estimator for F(x) (as a function)
> We call £,(x), empirical distribution function (EDF).

Example EDF of 5 observations 1,1.2,1.5,2,2.5
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There are 5 jumps, each located at the position of an observation. Moreover, the height of
each jump is the same: é




CDF is an average _g*m X Haink 9% T(x) o

—_— N~
> Properties of Y; = I(X; < x) q:“(_‘k) EDV
Y = 1, if X;<x
0, ifX; > X

2 T gorawy W eecanme K-

» Hence, for some fixed x, Y; ~ Ber(F(x
Proof p=P(Y; =1) = P(X; < x) = (
» Then,

E(/(X; < x)) =E(Y;) = F(x)
Var(I(X; < x)) = Var(Y;) = F(x)(1 — F(x))

for a given x.
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EDF is an average

Fal) = 35 10X <20 = T 50 Vi | —> aabimaten for F(x)

Then

R [AN
> E (Fn(x)> — B4 <x) = F(x)  Bias— 0= F(x) - EL T
» Var (ﬁn(x)) = E?:l,:gar(y") F(X)(I;F(X)). ~——> variance converges to 0 when n — co.

> Hence, for a given x, Fn(x) A F(x). i.e., Fa(x) is a consistent estimator of F(x).
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Var %\CX) =4 %Vm (D) = Var ()
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EDF is asymptotically normal

Theorem
For a given x, \/n (I:_,,Q() — F(x)) 5 N(0, F(x)(1 — F(x))).
Example n = 100 samples from uniform distribution over [0, 2]

> E (ﬁn(o.s)) — F(0.8) = P(x < 0.8) = [>® Ldx = 0.4.

£ F(0.8)(1—F(0.8 . . —
> Var (F,,(O.S)) = FOB1-FO8) _ 04x0.6 — 34 x 10-3.

Theorem (Uniform convergence (proof not elementary))
supy |Fa(x) — F(x)| 5 0.



Inverse of a CDF and sampling

» Let X be a continuous random variable with CDF F(x).

» Let U be a uniform distribution over [0, 1]. *(ﬁ)
> We define a new random variable W = F~1(U) L
Fw(w)=P(W < w)
=P(FI(U) < w)
= P(U < F(w)) - ;&

F(w)
:/ 1 dx = F(w) — 0 = F(w).
0

Algorithm for sampling from F

Input F (the CDF of P we want to sample from)
1. Sample u ~ Uniform[0, 1]
Dutput x = F~1(u)

Example Sampling from Exp(\)
F(x)=1—e"* when x > 0.

F~Y(u) = _71 log(1 — u).

So the random variable W = F~1(U) = _71 log(1 — U) will be an Exp(X) random variable.
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. AN
Statistical tests APPUccdwon A 9% Tw

> Given sample X1, - - , X ~ i.i.d.Punk
» Question Is Pk = some Py? (e.g. normal) goodness of fit test
> Question Given also X, --- X} ~ prunk g punk — prunk tp,e? two-sample test




ecdf(data)

= N(0,1), ECDF
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MC: Calculating the expectations of a function by sampling é—

MC for computing an integral

MC for estimating a probability

MC for estimating a distribution
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MC: Calculating the expectation of a function by sampling

Given a function f(x) and a distribution F known (and its density p(x) = F’(x)).
> Let 0 = E[f(X)] be the parameter of interest

Waned 2 ¢ = EIFX] = e = /Oo F(x)p(x)dx.

—0o0

Idea Estimate 6 by sample average GAN £ ’?(ﬁ =4
1. Sample X1.y ~ F
2708 = § 2, F(X)
Note Here we don't collect data, we sample from a known F

Example f(x) = x, F = exp(A = 0.9) 6 = E[X] = u, 6= /i = X sample mean
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Mean and variance of 0y

> B[] = B[ 2N, F(X)
> Varfy = %Varf(Xl) =

= LS5V E[f(X;)] =ur unbiased
n ([PC)p()dx — 17)



