
Let L̂w(f) =
∑N

i=1wiL(yi, f(xi)) weighted loss

Algorithm AdaBoost
Assume B contains functions b taking values in [−1, 1] or {±1}

Input M , labeled training set D
Initialize f = 0

w1
i = 1

N weight of datapoint xi
for k = 1, 2, . . .M

1. “learn classifier bk for D with weights wk” bk = argminB L̂wk(b)

2. compute error εk =
∑N

i=1w
k
i
1−yibk(xi)
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3. set βk = 1
2 ln 1−εk

εk

4. compute new weights wk+1
i = 1

Zkw
k
i e
−βkyib

k(xi) where Zk is

the normalization constant that makes
∑

iw
k+1
i = 1

Output f(x) =
∑M

k=1 β
kbk(x)


