LB ey

There is a weight w;; for each example ¢ and each label [ € Y

Algorithm ApABoosT.MH
Input M, labeled training set D

Initialize f =0
wj = ﬁ
for k=1,2...M

learn classifier bf on D with weights w5 predict label y;, [ =1: L

evaluate error % = YN >F wkyivF(x;)

kE_ 1=rk pk _ 17, 1=€”
calculate ¢ = —5—, 8" = 5In

: k+1 1k -
compute new weights w;™ = —rwje™?

Output f(z) = [fi(®)iey = [ZiL, bF(2)]iey

i%'(*") and normalize them to sum t



