
Two-Step EM Algorithm

Assumes K spherical gaussians, separation ||µtruek −µtruek′ ≥
C
√
dσk

1. Pick K ′ = O(K lnK) centers µ0k at random from the data

2. Set σ0k =
d
2 mink 6=k′ ||µ0k − µ0k′||2, π0k = 1/K ′

3. Run one E step and one M step =⇒ {π1k, µ1k, σ1k}k=1:K ′

4. Compute “distances” d(µ1k, µ
1
k′) =

||µ1
k−µ1

k′ ||
σ1
k−σ1

k′

5. Prune all clusters with π1k ≤ 1/4K ′

6. Run Fastest First Traversal with distances d(µ1k, µ
1
k′) to se-

lect K of the remaining centers. Set π1k = 1/K.

7. Run one E step and one M step =⇒ {π2k, µ2k, σ2k}k=1:K

Theorem For any δ, ε > 0 if d large, n large enough, separation C ≥
d1/4 the Two step EM algorithm obtains centers µk so that

||µk − µtruek || ≤ ||mean(Ctrue
k )− µtruek ||+ εσk
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