Two-STEP EM Algorithm

Assumes K spherical gaussians, separation ||puf¢ — pli"c >

Cdoy
1. Pick K’ = O(K In K) centers u at random from the data
2. Set of = § ming [|uf, — P, 7 = 1/ K’
3. Run one E step and one M step = {n}, i, 04 }pe1.x
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4. Compute “distances” d(uj., puh) =

5. Prune all clusters with 7}, < 1/4K’

6. Run with distances d(uf, i) to se-
lect K of the remaining centers. Set 7}, = 1/K.

7. Run one E step and one M step = {77, i3, 0% }r=1.K

Theorem For any d,e > 0 if d large, n large enough, separation C' >
d'/* the Two step EM algorithm obtains centers py, so that

HMk trueH < Hmean(ctrue) trueH +60k\/—



