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mmp@stat.washington.edu

Department of Statistics
University of Washington

CSE 547/STAT 548
Winter 2022

Marina Meila (UW) IV Streaming CSE 547/STAT 548 Winter 2022 1 / 25



Streaming data

Marina Meila (UW) IV Streaming CSE 547/STAT 548 Winter 2022 2 / 25



Streaming data

Marina Meila (UW) IV Streaming CSE 547/STAT 548 Winter 2022 3 / 25



Streaming data

Marina Meila (UW) IV Streaming CSE 547/STAT 548 Winter 2022 4 / 25



Streaming data

Marina Meila (UW) IV Streaming CSE 547/STAT 548 Winter 2022 5 / 25



Streaming data

Problems on data streams

Subsampling
Maintaining a random sample: Reservoir sampling

Counting over sliding windows (number of type x keys over last k items)
Counting distinct elements Flajolet-Martin
Filtering a stream Bloom filter
Finding frequent elements
Computing moments of count data AMS method
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Sampling from a data stream Sampling a fixed proportion

Sampling from a data stream

Sample a fixed proportion p of elements (e.g. p = 1/10)
Hashing!

Maintain a sample of fixed size s (Reservoir sampling)
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Sampling from a data stream Maintaining a sample of fixed size

Maintaining a sample of fixed size

Sample S of size |S | = s
Fill with first s items, then randomly replace an existing item with the current item
Problem: how to maintain a uniform sample?

Uniform in streaming context

At time step n ≥ s for each x ∈ S, Pr [x ∈ S] =
s

n
.

Example s = 2, stream x1, x2, x3, x4, x5, x6, x7, x8, . . .
at step n = 5, each of x1:5 is included in S w.p. 2/5
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Sampling from a data stream Maintaining a sample of fixed size

Reservoir sampling

Algorithm Reservoir sampling

1 For n = 1 : s fill S with x1:s

2 For n > s, w.p.
s

n
keep item xn
select uniformly at random an item j in S and replace it with xn

Proof by induction
n = s, x1:s ∈ S w.p. 1
Assume now Uniform sampling property true for step n ≥ s
Prove it for step n + 1

xn+1 is kept w.p.
s + 1

n + 1
X

xj ∈ S replaced w.p. 1/s, hence staying w.p. d s
s+1

if xn+1 kept, and w.p. 1
otherwise
P[xj ∈ S at n + 1 | xj ∈ S at n] =

(
1− s

n+1

)
+ s

n+1
s−1
s

= n
n+1

But xj ∈ S w.p. s
n

at step n, hence

P[xj ∈ S at n + 1] = P[xj ∈ S at n]P[xj ∈ S at n + 1 | xj ∈ S at n]

=
s

n

n

n + 1
=

s

n + 1
X
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Filtering a stream – Bloom Filter

Bloom Filter – Problem and first idea

S is set of keys of interest
|S | = m –large

Problem Filter from stream the items with keys in S
Challenge Do it in time < m/item

First idea hash the keys
B is hash table of size |B| = n, with n > m
Initially B filled with 0s
h : S → 0 : n − 1 is hash function

Init for s ∈ S, B[h(s)]← 1 (Preprocess)

Run for a ∈ stream (Stream)
if B[h(a)] = 1 output a

Analysis1

False negatives (not outputting a ∈ S): never
False positives (outputting a 6∈ S): h[a] = h[s] for some s ∈ S given a 6∈ S
What is the probability of this occurrence?

1For simplicity, we write a ∈ S when we mean key(a)∈ S .
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Filtering a stream – Bloom Filter

Probability of a False Positive

False positives (outputting a 6∈ S): h[a] = h[s] for some s ∈ S given a 6∈ S

h[a] ∼ uniform(0 : n − 1) therefore pFP = #(Bj = 1)/n = fraction of occupied entries in
table

Remark Hashing the keys is like picking m balls from an urn containing n balls numbered
0 : n − 1, with replacement How many distinct numbers we expect?
Also like throwing m darts into n targets
To calculate: Pr [Bi = 1] after all m keys are hashed
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Filtering a stream – Bloom Filter

Bloom Filter – Algorithm

S is set of keys, B is hash table, |S | = m, |B| = n, with n > m
Initially B filled with 0s
h1:k : S → 0 : n − 1 are random hash functions

Init for s ∈ S, and for j = 1 : k, B[hk (s)]← 1
(we set k bits to 1 for each s)

Run for a ∈ stream (Stream)
if B[hj (a)] = 1 for all j ∈ 1 : k output a

Probability of a False Positive

Fraction of B entries set to 1: 1− e−km/n (km draws from n numbers)
Output a only if we find “1” in k table entries

Hence Pr [a False Positive] = (1− e−km/n)k
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Counting distinct items in a stream
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Counting distinct items in a stream

Flajolet-Martin: First intuition

In base 10: 0,1,2,3,. . . 10,11,. . . ....
every 10-th number ends in 0
every 100-th number ends in 00
. . .

In base 1: 0,1,10,11,100,101,110,111,1000,. . .
every 2-nd number ends in 0
every 4-th number ends in 00
every 2r -th number ends in 0 . . . 0︸ ︷︷ ︸

×r

(these are the multiples of 2r

Pr[ observe a multiple of 2r ]= 1
2r

If multiple of 2R observed: we must have taken about 2R distinct samples
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Counting distinct items in a stream
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Counting distinct items in a stream

Flajolet-Martin: Why not working
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