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Example 1. Here P = {Pθ : θ ∈ R+2} is the Weibull model and ν(Pθ) =
Eθ(X) = αΓ(1 + 1/β). The following plots show the information bounds
I−1(Pθ|ν,P) and I−1(Pθ|ν,P0) for the submodel P0 when β = β0 is known,
together with the corresponding asymptotic variance V arθ(X) of the non-
parametric estimator of ν, namely Xn.
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Figure 1: Information bounds, α = 3, 1.2 ≤ β ≤ 2.5; green = I−1(P |ν,P0),
purple = I−1(P |ν,P), blue = V arθ(X); (purple coincides with blue so not
visible!)
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Figure 2: Information bounds, .5 ≤ α ≤ 10, β = .5; green = I−1(P |ν,P0),
purple = I−1(P |ν,P), blue = V arθ(X)
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Figure 3: Weibull density α = .3, β = 1.5
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Figure 4: Two Influence functions: sample mean and efficient, Weibull model
α = .3, β = 1.5
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Figure 5: Weibull density α = .3, β = 2
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Figure 6: Two Influence functions: sample mean and efficient, Weibull model
α = .3, β = 2

Example 2. Here P = {Pθ : θ ∈ R+2} is the Weibull model and ν(Pθ) =
Pθ(X ≥ x0) = exp(−(x0/α)β). The following plots show the information
bounds I−1(Pθ|ν,P) and I−1(Pθ|ν,P0) for the submodel P0 when β = β0 is
known, together with the corresponding asymptotic variance V arθ(X) of the
nonparametric estimator of ν, namely Xn.
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Figure 7: Information bounds for ν(Pθ) = Pθ(X ≥ x0), α = 1, x0 = .5, .1 ≤
β ≤ 3: green = I−1(P |ν,P0), purple = I−1(P |ν,P), blue = nV ar(Fn(x0) =
Pθ(X ≥ x0)(1− Pθ(X ≥ x0))
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Figure 8: Information bounds for ν(Pθ) = Pθ(X ≥ x0), α = 3, x0 = 1,
.1 ≤ β ≤ 3.0; green = I−1(P |ν,P0), purple = I−1(P |ν,P), blue
= nV ar(Fn(x0)) = Pθ(X ≥ x0)(1− Pθ(X ≥ x0))
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Figure 9: Information bounds for ν(Pθ) = Pθ(X ≥ x0), α = 1, β = 1.5,
.1 ≤ x0 ≤ 3.0; green = I−1(P |ν,P0), purple = I−1(P |ν,P), blue =
nV ar(Fn(x0)) = Pθ(X ≥ x0)(1− Pθ(X ≥ x0))
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Figure 10: Information bounds for ν(Pθ) = Pθ(X ≥ x0), α = 3, β = .75,
.1 ≤ x0 ≤ 3.0; green = I−1(P |ν,P0), purple = I−1(P |ν,P), blue =
nV ar(Fn(x0)) = Pθ(X ≥ x0)(1− Pθ(X ≥ x0))
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Figure 11: Weibull density α = .3, β = 1.5
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Figure 12: Two Influence functions: empirical and efficient, Weibull model
α = .3, β = 1.5
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Figure 13: Weibull density α = .3, β = 2
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Figure 14: Two Influence functions: empirical and efficient, Weibull model
α = .3, β = 2
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