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#### Abstract

We prove new probabilistic upper bounds on generalization error of complex classifiers that are combinations of simple classifiers. Such combinations could be implemented by neural networks or by voting methods of combining the classifiers, such as boosting and bagging. The bounds are in terms of the empirical distribution of the margin of the combined classifier. They are based on the methods of the theory of Gaussian and empirical processes (comparison inequalities, symmetrization method, concentration inequalities) and they improve previous results of Bartlett (1998) on bounding the generalization error of neural networks in terms of $\ell_{1}$-norms of the weights of neurons and of Schapire, Freund, Bartlett and Lee (1998) on bounding the generalization error of boosting. We also obtain rates of convergence in Levy distance of empirical margin distribution to the true margin distribution uniformly over the classes of classifiers and prove the optimality of these rates.
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## 1 Introduction

Let $(X, Y)$ be a random couple, where $X$ is an instance in a space $S$ and $Y \in\{-1,1\}$ is a label. Let $\mathcal{G}$ be a set of functions from $S$ into $\mathbb{R}$. For $g \in \mathcal{G}, \operatorname{sign}(g(X))$ will be used as a predictor (a classifier) of the unknown label $Y$. If the distribution of $(X, Y)$ is unknown, then the choice of the predictor is based on the training data $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ that consists of $n$ i.i.d. copies of $(X, Y)$. The goal of learning is to find a predictor $\hat{g} \in \mathcal{G}$ (based on the training data) whose generalization (classification) error $\mathbb{P}\{Y \hat{g}(X) \leq 0\}$ is small enough. In this paper, our main concern is to find reasonably good probabilistic upper bounds on the generalization error. The standard approach to this problem was developed in seminal papers of Vapnik and Chervonenkis in the 70s and 80s (see Vapnik (1998) and Devroye, Györfi and Lugosi (1996)) and it is based on bounding the difference between the generalization error $\mathbb{P}\{Y g(X) \leq 0\}$ and the training error

$$
n^{-1} \sum_{j=1}^{n} I_{\left\{Y_{j} g\left(X_{j}\right) \leq 0\right\}}
$$

uniformly over the whole class $\mathcal{G}$ of classifiers $g$. These bounds are expressed in terms of data dependent entropy characteristics of the class of sets $\{\{(x, y): y g(x) \leq 0\}: g \in \mathcal{G}\}$ or, frequently, in terms of the so called VC-dimension of the class. It happened, however, that in many important examples (for instance, in neural network learning) VC-dimension of the class can be very large, or even infinite, and that makes impossible the direct application of Vapnik-Chervonenkis type of bounds. Recently, several authors (see Bartlett (1998), Schapire, Freund, Bartlett and Lee (1998)) suggested another class of upper bounds on generalization error that are expressed in terms of the empirical distribution of the margin of the predictor (the classifier). The margin is defined as the product $Y \hat{g}(X)$. The bounds in question are especially useful in the case of the classifiers that are the combinations of simpler classifiers (that belong, say, to a class $\mathcal{H}$ ). One of the examples of such classifiers is provided by neural networks. Other examples are given by the classifiers obtained by boosting, bagging and other voting methods of combining the classifiers. The upper bounds have the following form (up to some extra terms)

$$
\inf _{\delta>0}\left[n^{-1} \sum_{j=1}^{n} I_{\left\{Y_{j} \hat{g}\left(X_{j}\right) \leq \delta\right\}}+C(\mathcal{G}) \phi(\delta) \frac{C(\mathcal{H})}{\sqrt{n}}\right]
$$

where $C(\mathcal{G})$ is a constant depending on the class $\mathcal{G}$ (in other words, on the method of combining the simple classifiers), $\phi$ is a decreasing function such that $\phi(\delta) \rightarrow \infty$ as $\delta \rightarrow 0$ (for instance, there could be $\phi(\delta)=\frac{1}{\delta}$ ), $C(\mathcal{H})$ is a constant depending on the class $\mathcal{H}$ (in particular, on the VC-dimension, or some type of entropy characteristics of the class).

We develop a new approach that allows us to improve some of the previously known bounds. In the case of the Bartlett's bounds for neural networks in terms of the $\ell_{1}$-norms of the weights of the neurons, the improvement is substantial. In Bartlett's bounds the constant $C(\mathcal{G})$ is of the order $(A L)^{l(l+1) / 2}$, where $A$ is an upper bound on the $\ell_{1}$-norms of the weights of neurons, $L$ is the Lipschitz constant of sigmoids, and $l$ is the number of layers of the network. Also, in his bound $\phi(\delta)=\frac{1}{\delta^{r}}$. We obtained in a similar context $C(\mathcal{G})$ of the order
$(A L)^{l}$ with $\phi(\delta)=\frac{1}{\delta}$. The methods of the proofs are also different. Bartlett uses the so called fat-shattering dimensions of function classes and the extension of Vapnik-Chervonenkis type inequalities to such dimensions. Our method is based on the general results of the theory of Gaussian and empirical processes (such as comparison inequalities, e.g. Slepian's Lemma, symmetrization and random multipliers inequalities, concentration inequalities). Based on our bounds, we developed a method of complexity penalization of the training error of neural network learning with penalties defined as functionals of the weights of neurons and prove oracle inequalities showing some form of optimality of this method.

We also obtained general rates of convergence of the empirical margin distributions to the theoretical one in the Levy distance. Namely, we proved that the empirical margin distribution converges to the true margin distribution with probability 1 uniformly over the class $\mathcal{G}$ of classifiers if and only if the class $\mathcal{G}$ is Glivenko-Cantelli. Moreover, if $\mathcal{G}$ is a Donsker class, then the rate of convergence in Levy distance is $O\left(n^{-1 / 4}\right)$. We gave some examples, showing the optimality of these rates.

## 2 Probabilistic bounds for general function classes

Let $(S, \mathcal{A}, P)$ be a probability space and let $\mathcal{F}$ be a class of measurable functions from $(S, \mathcal{A})$ into $\mathbb{R}$. Let $\left\{X_{k}\right\}$ be a sequence of i.i.d. random variables taking values in $(S, \mathcal{A})$ with common distribution $P$. We assume that this sequence is defined on a probability space ( $\Omega, \Sigma, \mathbb{P}$ ). Let $P_{n}$ be the empirical measure based on the sample $\left(X_{1}, \ldots, X_{n}\right)$,

$$
P_{n}:=n^{-1} \sum_{i=1}^{n} \delta_{X_{i}},
$$

where $\delta_{x}$ denotes the probability distribution concentrated at the point $x$. We will denote $P f:=\int_{S} f d P, P_{n} f:=\int_{S} f d P_{n}$, etc.

In what follows, $\ell^{\infty}(\mathcal{F})$ denotes the Banach space of uniformly bounded real valued functions on $\mathcal{F}$ with the norm

$$
\|Y\|_{\mathcal{F}}:=\sup _{f \in \mathcal{F}}|Y(f)| .
$$

Our goal in this section is to construct data dependent upper bounds on the probability $P\{f \leq 0\}$ and on the difference $\left|P_{n}\{f \leq 0\}-P\{f \leq 0\}\right|$ that hold for all $f \in \mathcal{F}$ with high probability. These inequalities will be used in the next section to upper bound the generalization error of combined classifiers. The bounds will depend on a measure of "complexity" of the class $\mathcal{F}$ which will be introduced next. Define

$$
G_{n}(\mathcal{F}):=2 \sqrt{\pi} \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}},
$$

where $\left\{g_{i}\right\}$ is a sequence of i.i.d. standard normal random variables, independent of $\left\{X_{i}\right\}$. [Actually, it is common to assume that $\left\{g_{i}\right\}$ is defined on a separate probability space $\left(\Omega_{g}, \Sigma_{g}, \mathbb{P}_{g}\right)$ and that the basic probability space is now $\left.\left(\Omega \times \Omega_{g}, \Sigma \times \Sigma_{g}, \mathbb{P} \times \mathbb{P}_{g}\right)\right]$. We will call $n \mapsto G_{n}(\mathcal{F})$ the Gaussian complexity function of the class $\mathcal{F}$. One can find in the literature (see, e.g., van
der Vaart and Wellner (1996)) various upper bounds on such quantities as $G_{n}(\mathcal{F})$ in terms of entropies, VC-dimensions, etc.

Let

$$
\Delta_{n}(\mathcal{F} ; t):=G_{n}(\mathcal{F})+\frac{t+4 \sqrt{2}}{\sqrt{n}}
$$

Let $\varphi$ be a function from $\mathbb{R}$ into $[0,1]$ such that $\varphi(u)=1$ for $u \leq 0, \varphi(u)=0$ for $u \geq 1$ and $\varphi$ satisfies the Lipschitz condition: $|\varphi(t)-\varphi(s)| \leq|t-s|$.

First we will prove the following fact.
Theorem 1 For all $t>0$,

$$
\mathbb{P}\left\{\exists f \in \mathcal{F}: P\{f \leq 0\}>\inf _{\delta \in(0,1]}\left[P_{n} \varphi\left(\frac{f}{\delta}\right)+\frac{1}{\delta} \Delta_{n}(\mathcal{F} ; t)\right]\right\} \leq \exp \left\{-2 t^{2}\right\}
$$

Proof. For each $\delta \in(0,1]$ and for all $f \in \mathcal{F}$ we have

$$
\begin{equation*}
P\{f \leq 0\} \leq P \varphi\left(\frac{f}{\delta}\right) \leq P_{n} \varphi\left(\frac{f}{\delta}\right)+\frac{1}{\delta}\left\|P_{n}-P\right\|_{\mathcal{G}} \tag{1}
\end{equation*}
$$

where

$$
\mathcal{G}:=\left\{t \varphi \circ \frac{f}{t}: f \in \mathcal{F}, t \in(0,1]\right\} .
$$

By the exponential inequalities for martingale difference sequences (see Devroye, Györfi and Lugosi (1996)), we have

$$
\mathbb{P}\left\{\left\|P_{n}-P\right\|_{\mathcal{G}} \geq \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{G}}+\varepsilon\right\} \leq \exp \left\{-2 \varepsilon^{2} n\right\}
$$

Thus, with probablity at least $1-\exp \left\{-2 \varepsilon^{2} n\right\}$

$$
\begin{equation*}
P\{f \leq 0\} \leq P_{n} \varphi\left(\frac{f}{\delta}\right)+\frac{1}{\delta} \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{G}}+\frac{\varepsilon}{\delta} \tag{2}
\end{equation*}
$$

Next using the Symmetrization Inequality and Gaussian Multiplier Inequality (see van der Vaart and Wellner (1996)), we get

$$
\begin{equation*}
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{G}} \leq 2 \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} \varepsilon_{i} \delta_{X_{i}}\right\|_{\mathcal{G}} \leq \sqrt{2 \pi} \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{G}} . \tag{3}
\end{equation*}
$$

We also have for all $t, s \in \mathbb{R} \backslash\{0\}$ the following bound

$$
\begin{equation*}
\left|t \varphi\left(\frac{u}{t}\right)-s \varphi\left(\frac{v}{s}\right)\right| \leq|u-v|+2|t-s| \tag{4}
\end{equation*}
$$

Indeed, for all $t, s>0$

$$
\begin{gathered}
\left|t \varphi\left(\frac{u}{t}\right)-s \varphi\left(\frac{v}{s}\right)\right| \leq\left|t \varphi\left(\frac{u}{t}\right)-t \varphi\left(\frac{v}{t}\right)\right|+\left|t \varphi\left(\frac{v}{t}\right)-s \varphi\left(\frac{v}{s}\right)\right| \leq \\
\leq t\left|\frac{u}{t}-\frac{v}{t}\right|+\left|t \varphi\left(\frac{v}{t}\right)-s \varphi\left(\frac{v}{s}\right)\right| \leq
\end{gathered}
$$

$$
\begin{gathered}
\leq|u-v|+\left|t \varphi\left(\frac{v}{t}\right)-s \varphi\left(\frac{v}{t}\right)\right|+\left|s \varphi\left(\frac{v}{t}\right)-s \varphi\left(\frac{v}{s}\right)\right| \leq \\
\leq|u-v|+|t-s|+s\left|\varphi\left(\frac{v}{t}\right)-\varphi\left(\frac{v}{s}\right)\right|
\end{gathered}
$$

Assume that $t \geq s$. If $v \geq t$, or $v \leq 0$, we have

$$
\left|t \varphi\left(\frac{u}{t}\right)-s \varphi\left(\frac{v}{s}\right)\right| \leq|u-v|+|t-s| .
$$

Otherwise, we get

$$
s\left|\varphi\left(\frac{v}{t}\right)-\varphi\left(\frac{v}{s}\right)\right| \leq \frac{s v}{t s}|t-s| \leq|t-s|,
$$

and the bound (4) follows. Similarly, it can be proved for all $t, s<0$. In the case $t s<0$, we get

$$
\left|t \varphi\left(\frac{u}{t}\right)-s \varphi\left(\frac{v}{s}\right)\right| \leq|t|+|s|=|t-s|,
$$

so (4) also holds.
Let $d_{P_{n}, 2}$ denote the metric of the space $L_{2}\left(S ; d P_{n}\right)$ :

$$
d_{P_{n}, 2}(f, g):=\left(P_{n}|f-g|^{2}\right)^{1 / 2}
$$

Now we use (4) to get for all $t, s>0$

$$
\begin{gather*}
d_{P_{n}, 2}^{2}\left(t \varphi \circ \frac{f}{t} ; s \varphi \circ \frac{h}{s}\right)=n^{-1} \sum_{i=1}^{n}\left|t \varphi\left(\frac{f\left(X_{i}\right)}{t}\right)-s \varphi\left(\frac{h\left(X_{i}\right)}{s}\right)\right|^{2} \leq \\
\leq n^{-1} \sum_{i=1}^{n}\left[\left|f\left(X_{i}\right)-h\left(X_{i}\right)\right|+2|t-s|\right]^{2} \leq n^{-1} \sum_{i=1}^{n}\left[2\left|f\left(X_{i}\right)-h\left(X_{i}\right)\right|^{2}+8|t-s|^{2}\right]^{2} \leq \\
\leq 2 d_{P_{n}, 2}^{2}(f, h)+8|t-s|^{2} . \tag{5}
\end{gather*}
$$

Define Gaussian processes

$$
Z_{1}(f, t):=n^{-1 / 2} \sum_{i=1}^{n} g_{i} t\left(\varphi \circ \frac{f}{t}\right)\left(X_{i}\right)
$$

and

$$
Z_{2}(f, t):=\sqrt{2} n^{-1 / 2} \sum_{i=1}^{n} g_{i} f\left(X_{i}\right)+2 \sqrt{2} t g
$$

where $g$ is a standard normal random variable on $\left(\Omega_{g}, \Sigma_{g}, \mathbb{P}_{g}\right)$ independent of $\left\{g_{i}\right\}$. Then, for all $t, s>0$, we can rewrite (5) as

$$
\mathbb{E}_{g}\left|Z_{1}(f, t)-Z_{1}(h, s)\right|^{2} \leq \mathbb{E}_{g}\left|Z_{2}(f, t)-Z_{2}(h, s)\right|^{2}
$$

and we also have similarly

$$
\mathbb{E}_{g}\left|Z_{1}(-f,-t)-Z_{1}(-h,-s)\right|^{2} \leq \mathbb{E}_{g}\left|Z_{2}(-f,-t)-Z_{2}(-h,-s)\right|^{2}
$$

Here $\mathbb{E}_{g}$ denotes the expectation on the probability space $\left(\Omega_{g}, \Sigma_{g}, \mathbb{P}_{g}\right)$ (on which the sequence $\left\{g_{i}\right\}$ and the random variable $g$ were defined). A version of Slepian's Lemma (see Ledoux and Talagrand (1991)) implies that

$$
\begin{aligned}
& \mathbb{E}_{g} \sup \left\{Z_{1}(f, t): f \in \mathcal{F}, t \in(0,1] \text { or }-f \in \mathcal{F},-t \in(0,1]\right\} \leq \\
& \leq \mathbb{E}_{g} \sup \left\{Z_{2}(f, t): f \in \mathcal{F}, t \in(0,1] \text { or }-f \in \mathcal{F},-t \in(0,1]\right\}
\end{aligned}
$$

We have

$$
\begin{gathered}
\mathbb{E}_{g}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{G}}= \\
=\mathbb{E}_{g} \sup _{h \in \mathcal{G}}\left[n^{-1} \sum_{i=1}^{n} g_{i} h\left(X_{i}\right)\right] \bigvee \sup _{h \in \mathcal{G}}\left[n^{-1} \sum_{i=1}^{n} g_{i}(-h)\left(X_{i}\right)\right]=\mathbb{E}_{g} \sup _{h \in \overline{\mathcal{G}}}\left[n^{-1} \sum_{i=1}^{n} g_{i} h\left(X_{i}\right)\right]= \\
=\mathbb{E}_{g} \sup \left\{Z_{1}(f, t): f \in \mathcal{F}, t \in(0,1] \text { or }-f \in \mathcal{F},-t \in(0,1]\right\},
\end{gathered}
$$

where $\overline{\mathcal{G}}:=\left\{t \varphi\left(\frac{f}{t}\right),-t \varphi\left(\frac{-f}{-t}\right): f \in \mathcal{F}, t \in(0,1]\right\}$, and similarly it can be proved that

$$
\sqrt{2} \mathbb{E}_{g}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}}=\mathbb{E}_{g} \sup \left\{Z_{2}(f, t): f \in \mathcal{F}, t \in(0,1] \text { or }-f \in \mathcal{F},-t \in(0,1]\right\} .
$$

This immediately gives us

$$
\begin{equation*}
\mathbb{E}_{g}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{G}} \leq \sqrt{2} \mathbb{E}_{g}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}}+\frac{2 \sqrt{2} \mathbb{E}|g|}{\sqrt{n}} \tag{6}
\end{equation*}
$$

Combining the bounds (2), (3), (6), we prove that with probablity at least $1-\exp \left\{-2 \varepsilon^{2} n\right\}$

$$
P\{f \leq 0\} \leq P_{n} \varphi\left(\frac{f}{\delta}\right)+2 \sqrt{\pi} \frac{1}{\delta} \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}}+\frac{4 \sqrt{2}}{\delta} n^{-1 / 2}+\frac{\varepsilon}{\delta}
$$

Setting $\varepsilon:=t n^{-1 / 2}$ completes the proof.
Quite similarly, assuming now that $\varphi$ is a function from $\mathbb{R}$ into $[0,1]$ such that $\varphi(u)=1$ for $u \leq-1, \varphi(u)=0$ for $u \geq 0$ and $\varphi$ still satisfies the Lipschitz condition $|\varphi(t)-\varphi(s)| \leq$ $|t-s|$, one can prove the following statement.

Theorem 2 For all $t>0$,

$$
\mathbb{P}\left\{\exists f \in \mathcal{F}: P\{f \leq 0\}<\sup _{\delta \in(0,1)}\left[P_{n} \varphi\left(\frac{f}{\delta}\right)-\frac{1}{\delta} \Delta_{n}(\mathcal{F} ; t)\right]\right\} \leq \exp \left\{-2 t^{2}\right\}
$$

The bounds of theorems 1 and 2 easily imply that for all $t>0$

$$
\mathbb{P}\left\{\exists f \in \mathcal{F}: P\{f \leq 0\}>P_{n}\{f \leq 0\}+\inf _{\delta \in(0,1]}\left[P_{n}\{0<f \leq \delta\}+\frac{1}{\delta} \Delta_{n}(\mathcal{F} ; t)\right]\right\} \leq \exp \left\{-2 t^{2}\right\}
$$

and

$$
\mathbb{P}\left\{\exists f \in \mathcal{F}: P\{f \leq 0\}<P_{n}\{f \leq 0\}-\inf _{\delta \in(0,1]}\left[P_{n}\{-\delta<f \leq 0\}+\frac{1}{\delta} \Delta_{n}(\mathcal{F} ; t)\right]\right\} \leq \exp \left\{-2 t^{2}\right\}
$$

Similarly, it can be shown that

$$
\mathbb{P}\left\{\exists f \in \mathcal{F}: P_{n}\{f \leq 0\}>P\{f \leq 0\}+\inf _{\delta \in(0,1]}\left[P\{0<f \leq \delta\}+\frac{1}{\delta} \Delta_{n}(\mathcal{F} ; t)\right]\right\} \leq \exp \left\{-2 t^{2}\right\}
$$

and

$$
\mathbb{P}\left\{\exists f \in \mathcal{F}: P_{n}\{f \leq 0\}<P\{f \leq 0\}-\inf _{\delta \in(0,1]}\left[P\{-\delta<f \leq 0\}+\frac{1}{\delta} \Delta_{n}(\mathcal{F} ; t)\right]\right\} \leq \exp \left\{-2 t^{2}\right\}
$$

Combining the last bounds, we get the following result:
Theorem 3 For all $t>0$,

$$
\mathbb{P}\left\{\exists f \in \mathcal{F}:\left|P_{n}\{f \leq 0\}-P\{f \leq 0\}\right|>\inf _{\delta \in(0,1]}\left[P_{n}\{|f| \leq \delta\}+\frac{1}{\delta} \Delta_{n}(\mathcal{F} ; t)\right]\right\} \leq 2 \exp \left\{-2 t^{2}\right\}
$$

and

$$
\mathbb{P}\left\{\exists f \in \mathcal{F}:\left|P_{n}\{f \leq 0\}-P\{f \leq 0\}\right|>\inf _{\delta \in(0,1]}\left[P\{|f| \leq \delta\}+\frac{1}{\delta} \Delta_{n}(\mathcal{F} ; t)\right]\right\} \leq 2 \exp \left\{-2 t^{2}\right\}
$$

Denote

$$
H_{f}(\delta):=\delta P\{|f| \leq \delta\}, H_{n, f}(\delta):=\delta P_{n}\{|f| \leq \delta\}
$$

Plugging in the second bound of Theorem $3 \delta:=H_{f}^{-1}\left(\Delta_{n}(\mathcal{F} ; t)\right) \wedge 1$ easily gives us the following upper bound that holds for any $t>0$ with probability at least $1-2 e^{-2 t^{2}}$ :

$$
\forall f \in \mathcal{F}\left|P_{n}\{f \leq 0\}-P\{f \leq 0\}\right| \leq \frac{\Delta_{n}(\mathcal{F} ; t)}{H_{f}^{-1}\left(\Delta_{n}(\mathcal{F} ; t)\right)} \bigvee \Delta_{n}(\mathcal{F} ; t)
$$

Similarly, the first bound of Theorem 3 gives that for any $t>0$ with probability at least $1-2 e^{-2 t^{2}}$ :

$$
\forall f \in \mathcal{F}\left|P_{n}\{f \leq 0\}-P\{f \leq 0\}\right| \leq \frac{\Delta_{n}(\mathcal{F} ; t)}{H_{n, f}^{-1}\left(\Delta_{n}(\mathcal{F} ; t)\right)} \bigvee \Delta_{n}(\mathcal{F} ; t)
$$

The next example shows that, in general, the term $\frac{1}{\delta} \Delta_{n}(\mathcal{F} ; t)$ of the bound of Theorem 1 (and other similar results, in particular, Theorem 3) can not be improved.

Let us consider a sequence $\left\{X_{n}\right\}$ of independent identically distributed random variables in $l_{\infty}$ defined by

$$
X_{n}=\left(\varepsilon_{k}^{n}(2 \log (k+1))^{-\frac{1}{2}}\right)_{k \geq 1}
$$

where $\varepsilon_{k}^{n}$ are i.i.d. Rademacher random variables. We consider a class of functions that consists of canonical projections on each coordinate

$$
\mathcal{F}=\left\{f_{k}: f_{k}(x)=x_{k}\right\} .
$$

Let $\phi(x)$ be an increasing function such that $\phi(0)=0$. Then the following proposition holds.

## Proposition 1

$$
\mathbb{P}\left(\exists f \in \mathcal{F}: P\{f \leq 0\} \geq \inf _{\delta \in(0,1]}\left[P_{n}\{f \leq \delta\}+\frac{1}{\phi(\delta)} \Delta_{n}(\mathcal{F} ; t)\right]\right) \rightarrow 1
$$

when $n \rightarrow \infty$ uniformly for all $t \leq 2^{-1} n^{1 / 2} \phi\left((4 n)^{-1 / 2}\right)-c$, where $c>0$ is some fixed constant.

Proof. It's well known that $\mathcal{F}$ is a bounded CLT class for the distribution $P$ of the sequence $\left\{X_{n}\right\}$ (see Ledoux and Talagrand (1991)). Notice that $P\left(f_{k} \leq 0\right)=1 / 2$ for all $k$ and $\mathbb{E}\left\|n^{-1} \sum g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}} \leq c n^{-1 / 2}$ for some constant $c>0$. Let us denote by $t^{\prime}=t+4 \sqrt{2}+2 \sqrt{\pi} c$. The infimum inside the probability is less then or equal to the value of the expression at any fixed point. Therefore, for each $k$ we will choose $\delta$ to be equal to a $\delta_{k}>(2 \log (k+1))^{-1 / 2}$. It's easy to see that for this value of $\delta$,

$$
P_{n}\left\{f_{k} \leq \delta_{k}\right\}=\frac{1}{n} \sum_{i=1}^{n} I\left(\varepsilon_{k}^{i}=-1\right) .
$$

Combining these estimates we get that the probability defined in the statement of the proposition is greater than or equal to

$$
\begin{aligned}
& \mathbb{P}\left(\exists k: \frac{1}{2} \geq \frac{1}{n} \sum_{i \leq n} I\left(\varepsilon_{k}^{i}=-1\right)+\frac{t^{\prime}}{\phi\left(\delta_{k}\right) \sqrt{n}}\right) \\
& =1-\prod_{k} \mathbb{P}\left(\frac{1}{2}<\frac{1}{n} \sum_{i \leq n} I\left(\varepsilon_{k}^{i}=-1\right)+\frac{t^{\prime}}{\phi\left(\delta_{k}\right) \sqrt{n}}\right)
\end{aligned}
$$

In the product above factors are possibly not equal to 1 only for $k$ in the set of indices

$$
\mathcal{K}=\left\{k: \gamma_{k}=\frac{t^{\prime}}{\phi\left(\delta_{k}\right) \sqrt{n}} \leq \frac{1}{2}\right\} .
$$

Clearly,

$$
\mathbb{P}\left(1 / 2<n^{-1} \sum_{i \leq n} I\left(\varepsilon_{1}^{i}=-1\right)+\delta\right) \leq\left(1-\binom{n}{k_{0}} 2^{-n}\right),
$$

where $k_{0}=[n / 2-\delta n]-1$. For simplicity of calculations we will set $k_{0}=n / 2-\delta n$. Utilizing the following estimates in Stirling's formula for the factorial (see Feller)

$$
\begin{equation*}
(2 \pi)^{\frac{1}{2}} n^{n+\frac{1}{2}} e^{-n+1 /(12 n+1)}<n!<(2 \pi)^{\frac{1}{2}} n^{n+\frac{1}{2}} e^{-n+1 / 12 n} \tag{7}
\end{equation*}
$$

it is straightforward to check that for some constant $c>0$

$$
\begin{equation*}
\binom{n}{k_{0}} 2^{-n} \geq c n^{-\frac{1}{2}}\left((1-2 \delta)^{1-2 \delta}(1+2 \delta)^{1+2 \delta}\right)^{-\frac{n}{2}} \geq c n^{-\frac{1}{2}} \exp \left(-4 n \delta^{2}\right) \tag{8}
\end{equation*}
$$

The last inequality is due to the fact that

$$
\exp \left(x^{2}\right) \leq(1-x)^{1-x}(1+x)^{1+x} \leq \exp \left(2 x^{2}\right)
$$

for $x<2^{-1 / 2}$. It follows from (??) that

$$
\mathbb{P}\left(\frac{1}{2}<\frac{1}{n} \sum_{i \leq n} I\left(\varepsilon_{k}^{i}=-1\right)+\gamma_{k}\right) \leq 1-c n^{-1 / 2} \exp \left(-4 n \gamma_{k}^{2}\right)
$$

Since $\gamma_{k} \leq 1 / 2$ for $k \in \mathcal{K}$, we can continue and come to the following lower bound

$$
\begin{aligned}
& 1-\prod_{k \in \mathcal{K}}\left(1-c n^{-1 / 2} \exp \left(-4 n \gamma_{k}^{2}\right)\right) \geq 1-\exp \left(-\sum_{k \in \mathcal{K}} c n^{-1 / 2} \exp \left(-4 n \gamma_{k}^{2}\right)\right) \\
& \geq 1-\exp \left(-\operatorname{card}(\mathcal{K}) c n^{-1 / 2} e^{-n}\right) \rightarrow 1
\end{aligned}
$$

uniformly in $t^{\prime}$, if we check that $\operatorname{card}(\mathcal{K}) c n^{-1 / 2} e^{-n} \rightarrow \infty$. Indeed, if

$$
t^{\prime} \leq 2^{-1} n^{1 / 2} \phi\left((4 n)^{-1 / 2}\right)
$$

then for $n$ large enough

$$
t^{\prime} \leq 2^{-1} n^{1 / 2} \phi\left((4 n)^{-1 / 2}\right) \leq 2^{-1} n^{1 / 2} \phi\left(\left(2 \log \left(\left[c n e^{n}\right]+1\right)\right)^{-1 / 2}\right)
$$

It means that $\left[c n e^{n}\right] \in \mathcal{K}$, and, therefore,

$$
\operatorname{card}(\mathcal{K}) c n^{-1 / 2} e^{-n} \geq n^{1 / 2}-\frac{1}{c n^{1 / 2} e^{n}} \rightarrow \infty
$$

Proposition is proven.

Remarks. If $\phi(x)=x^{1-\alpha}$ for some positive $\alpha$ then the convergence in the proposition holds for $t \leq c n^{\alpha / 2}$. Also, if $\frac{\phi(\delta)}{\delta} \rightarrow \infty$ as $\delta \rightarrow 0$, then the convergence in the proposition holds uniformly in $t \in[0, T]$ for any $T>0$. It means that the bound of Theorem 1 does not hold with $\frac{1}{\delta} \Delta_{n}(\mathcal{F} ; t)$ replaced by $\frac{1}{\phi(\delta)} \Delta_{n}(\mathcal{F} ; t)$. Similarly, one can show that

$$
\mathbb{P}\left(\exists f \in \mathcal{F}:\left|P_{n}\{f \leq 0\}-P\{f \leq 0\}\right| \geq \inf _{\delta \in(0,1]}\left[P_{n}\{|f| \leq \delta\}+\frac{1}{\phi(\delta)} \Delta_{n}(\mathcal{F} ; t)\right]\right) \rightarrow 1
$$

when $n \rightarrow \infty$ uniformly for all $t \leq 2^{-1} n^{1 / 2} \phi\left((4 n)^{-1 / 2}\right)-c$.

## 3 Convergence rates of empirical margin distributions

We are again in the setting of Section 2 with the class $\mathcal{F}$ of measurable functions from $S$ into $[-1,1]$. For $f \in \mathcal{F}$, let

$$
F_{f}(y):=P\{f \leq y\}, F_{n, f}(y):=P_{n}\{f \leq y\}, y \in \mathbb{R}
$$

Let $L$ denote the Levy distance between the distribution functions in $\mathbb{R}$ :

$$
L(F, G):=\inf \{\delta>0: F(t) \leq G(t+\delta)+\delta \text { and } G(t) \leq F(t+\delta)+\delta, \text { for all } t \in \mathbb{R}\}
$$

Theorem 4 For all $t>0$,

$$
\mathbb{P}\left\{\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right) \geq\left(\sqrt{6 \pi \mathbb{E}}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}}+\frac{t+6 \sqrt{3}}{\sqrt{n}}\right)^{1 / 2}\right\} \leq \exp \left\{-2 t^{2}\right\} .
$$

Proof. Similarly to (1), we get the following bounds:

$$
\begin{aligned}
F_{f}(y)=P\{f \leq y\} \leq P \varphi\left(\frac{f-y}{\delta}\right) & \leq P_{n} \varphi\left(\frac{f-y}{\delta}\right)+\frac{1}{\delta}\left\|P_{n}-P\right\|_{\tilde{\mathcal{G}}} \leq F_{n, f}(y+\delta)+ \\
& +\frac{1}{\delta}\left\|P_{n}-P\right\|_{\tilde{\mathcal{G}}}
\end{aligned}
$$

and

$$
\begin{aligned}
& F_{n, f}(y)=P_{n}\{f \leq y\} \leq P_{n} \varphi\left(\frac{f-y}{\delta}\right) \leq P \varphi\left(\frac{f-y}{\delta}\right)+\frac{1}{\delta}\left\|P_{n}-P\right\|_{\tilde{\mathcal{G}}} \leq F_{f}(y+\delta)+ \\
&+ \frac{1}{\delta}\left\|P_{n}-P\right\|_{\tilde{\mathcal{G}}},
\end{aligned}
$$

where

$$
\tilde{\mathcal{G}}:=\left\{t \varphi \circ\left(\frac{f-y}{t}\right): f \in \mathcal{F}, t \in(0,1), y \in[-1,1]\right\} .
$$

It follows that

$$
\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right) \leq \delta \bigvee \frac{1}{\delta}\left\|P_{n}-P\right\|_{\tilde{\mathcal{G}}}
$$

Minimizing the righthand side over $\delta$, we get

$$
\begin{equation*}
\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right) \leq\left(\left\|P_{n}-P\right\|_{\tilde{\mathcal{G}}}\right)^{1 / 2} \tag{9}
\end{equation*}
$$

Similarly to (4),

$$
\left|t \varphi\left(\frac{u-y}{t}\right)-s \varphi\left(\frac{v-z}{s}\right)\right| \leq|u-v|+2|t-s|+|y-z|,
$$

which implies

$$
d_{P_{n}, 2}^{2}\left(t \varphi \circ\left(\frac{f-y}{t}\right) ; s \varphi \circ\left(\frac{g-z}{s}\right)\right) \leq 3 d_{P_{n}, 2}^{2}(f, g)+12|t-s|^{2}+3|y-z|^{2}
$$

Defining

$$
Z_{1}(f, t, y):=n^{-1 / 2} \sum_{i=1}^{n} g_{i} t\left(\varphi \circ\left(\frac{f-y}{t}\right)\right)\left(X_{i}\right)
$$

and

$$
Z_{2}(f, t, y):=\sqrt{3} n^{-1 / 2} \sum_{i=1}^{n} g_{i} f\left(X_{i}\right)+2 \sqrt{3} t g+\sqrt{3} y \tilde{g},
$$

we have

$$
\mathbb{E}_{g}\left|Z_{1}(f, t, y)-Z_{1}(g, s, z)\right|^{2} \leq \mathbb{E}_{g}\left|Z_{2}(f, t, y)-Z_{2}(g, s, z)\right|^{2}
$$

The same way as in the proof of Theorem 1, Slepian's Lemma implies that

$$
\begin{aligned}
& \mathbb{E} \sup \left\{Z_{1}(f, t, y): y \in[-1,1], f \in \mathcal{F}, t \in(0,1] \text { or }-f \in \mathcal{F},-t \in(0,1]\right\} \leq \\
& \leq \mathbb{E} \sup \left\{Z_{2}(f, t, y) \mid: y \in[-1,1], f \in \mathcal{F}, t \in(0,1] \text { or }-f \in \mathcal{F},-t \in(0,1]\right\}
\end{aligned}
$$

Again, arguing as in the proof of Theorem 1, we get

$$
\begin{equation*}
\mathbb{E}_{g}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\tilde{\mathcal{G}}} \leq \sqrt{3} \mathbb{E}_{g}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}}+\frac{3 \sqrt{3} \mathbb{E}|g|}{\sqrt{n}} . \tag{10}
\end{equation*}
$$

Next, by the exponential inequalities for martingale difference sequences, we have

$$
\begin{equation*}
\mathbb{P}\left\{\left\|P_{n}-P\right\|_{\tilde{\mathcal{G}}} \geq \mathbb{E}\left\|P_{n}-P\right\|_{\tilde{\mathcal{G}}}+\varepsilon\right\} \leq \exp \left\{-2 \varepsilon^{2} n\right\} \tag{11}
\end{equation*}
$$

and, similarly to (3),

$$
\begin{equation*}
\mathbb{E}\left\|P_{n}-P\right\|_{\tilde{\mathcal{G}}} \leq \sqrt{2 \pi} \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\tilde{\mathcal{G}}} \tag{12}
\end{equation*}
$$

Combining the bounds (9)-(112) and setting $\varepsilon:=t n^{-1 / 2}$, we get that with probablity at least $1-\exp \left\{-2 t^{2}\right\}$

$$
\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right) \leq\left(\sqrt{6 \pi \mathbb{E}}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}}+\frac{t+6 \sqrt{3}}{\sqrt{n}}\right)^{1 / 2}
$$

which completes the proof.

Theorem 5 The following two statements are equivalent:

$$
\begin{equation*}
\mathcal{F} \in G C(P) \tag{i}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right) \rightarrow 0 \text { a.s. as } n \rightarrow \infty . \tag{ii}
\end{equation*}
$$

Moreover, if for some $\alpha \in[1 / 2,1)$

$$
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}=O\left(n^{-\alpha}\right)
$$

then

$$
\begin{equation*}
\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right)=O_{P}\left(n^{-\alpha / 2}\right) \text { as } n \rightarrow \infty . \tag{13}
\end{equation*}
$$

In particular, if $\mathcal{F} \in C L T(P)$, then

$$
\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right)=O_{P}\left(n^{-1 / 4}\right) \text { as } n \rightarrow \infty .
$$

Proof. To prove that (i) implies (ii) we use Gaussian Multiplier Inequality (see van der Vaart and Wellner (1996)):

$$
\begin{aligned}
& \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}} \leq 2\left(n_{0}-1\right) \mathbb{E} \max _{1 \leq i \leq n} \frac{\left|g_{i}\right|}{n}+ \\
& +\|g\|_{2,1} n^{-1 / 2} \max _{n_{0} \leq k \leq n} \mathbb{E}\left\|k^{-1 / 2} \sum_{i=n_{0}}^{k} \varepsilon_{i} \delta_{X_{i}}\right\|_{\mathcal{F}}
\end{aligned}
$$

For $n_{0}=1$, we get

$$
\begin{gathered}
\mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}} \leq\|g\|_{2,1} n^{-1 / 2} \max _{1 \leq k \leq n} \mathbb{E}\left\|k^{-1 / 2} \sum_{i=1}^{k} \varepsilon_{i} \delta_{X_{i}}\right\|_{\mathcal{F}} \leq \\
\leq\|g\|_{2,1} n^{-1 / 2} \max _{1 \leq k \leq m} \mathbb{E}\left\|k^{-1 / 2} \sum_{i=1}^{k} \varepsilon_{i} \delta_{X_{i}}\right\|_{\mathcal{F}}+\|g\|_{2,1} \sup _{k \geq m} \mathbb{E}\left\|k^{-1} \sum_{i=1}^{k} \varepsilon_{i} \delta_{X_{i}}\right\|_{\mathcal{F}} .
\end{gathered}
$$

Since $\mathcal{F} \in G C(P)$, we have

$$
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}} \rightarrow 0 \text { as } n \rightarrow \infty
$$

which, by symmetrization inequality, implies

$$
\mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} \varepsilon_{i} \delta_{X_{i}}\right\|_{\mathcal{F}} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Therefore,

$$
\sup _{k \geq m} \mathbb{E}\left\|k^{-1} \sum_{i=1}^{k} \varepsilon_{i} \delta_{X_{i}}\right\|_{\mathcal{F}} \rightarrow 0 \text { as } m \rightarrow \infty .
$$

On the other hand, for a fixed $m$,

$$
n^{-1 / 2} \max _{1 \leq k \leq m} \mathbb{E}\left\|k^{-1 / 2} \sum_{i=1}^{k} \varepsilon_{i} \delta_{X_{i}}\right\|_{\mathcal{F}} \leq(m / n)^{1 / 2} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Therefore,

$$
\mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}} \rightarrow 0 \text { as } n \rightarrow \infty
$$

Plugging in the bound of Theorem $4 t=\log n$ and using Borel-Cantelli Lemma proves (ii).
To prove that (ii) implies (i), we use the following bound

$$
\left|\int_{-1}^{1} t d(F-G)(t)\right| \leq 2 L(F, G)
$$

which holds for any two distribution functions on $[-1,1]$. The bound implies that

$$
\left\|P_{n}-P\right\|_{\mathcal{F}}=\sup _{f \in \mathcal{F}}\left|P_{n} f-P f\right|=\sup _{f \in \mathcal{F}}\left|\int_{-1}^{1} t d\left(F_{n, f}-F_{f}\right)(t)\right| \leq 2 \sup _{f \in \mathcal{F}} L\left(F_{n, f} ; F_{f}\right)
$$

which implies the statement.
If

$$
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}=O\left(n^{-\alpha}\right)
$$

then the Gaussian Multiplier Inequality and the symmetrization inequality imply that

$$
\mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}}=O\left(n^{-\alpha}\right)
$$

Thus, the bound of Theorem 9 implies that with some constant $C>0$

$$
\mathbb{P}\left\{\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right) \geq\left(\frac{C}{n^{\alpha}}+\frac{t+6 \sqrt{3}}{n^{1 / 2}}\right)^{1 / 2}\right\} \leq \exp \left\{-2 t^{2}\right\} .
$$

It follows that

$$
\lim _{u \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left\{n^{\alpha / 2} \sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right) \geq u\right\}=0
$$

In the next proposition, we are again considering the class $\mathcal{F}$ used already in Proposition 1 and the sequence of observations $\left\{X_{n}\right\}$ defined by

$$
X_{n}=\left(\varepsilon_{k}^{n}(2 \log (k+1))^{-\frac{1}{2}-\alpha}\right)_{k \geq 1}
$$

where $\alpha \geq 0$ and $\varepsilon_{k}^{n}$ are i.i.d. Rademacher random variables.
Proposition 2 Consider the sequence $\delta=\delta(n)$ such that

$$
\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right)=O_{P}(\delta) .
$$

Then

$$
\delta \geq c n^{-\frac{1+2 \alpha}{4(1+\alpha)}}
$$

(when $\alpha=0$ we have $\delta \geq c n^{-1 / 4}$ ). On the other hand, we have

$$
\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right)=O_{P}\left(n^{-\frac{1+2 \alpha}{4(1+\alpha)}}\right) .
$$

Proof. We can assume without loss of generality that with probability more than $1 / 2$ for all $k \geq 1, y \in[-1,1]$ and $n$ large enough we have

$$
\begin{equation*}
P\left(f_{k} \leq y\right) \leq P_{n}\left(f_{k} \leq y+\delta\right)+\delta \tag{14}
\end{equation*}
$$

If we take $y=0$ and consider only such $k$ that satisfy the inequality $(2 \log (k+1))^{\alpha+1 / 2}<\delta^{-1}$ then (??) becomes equivalent to

$$
1 / 2 \leq n^{-1} \sum_{i \leq n} I\left(\varepsilon_{k}^{i}=-1\right)+\delta
$$

Inequality $(2 \log (k+1))^{\alpha+1 / 2}<\delta^{-1}$ holds for $k \leq \psi_{1}(\delta)=1 / 2 \exp \left(\delta^{-\frac{2}{1+2 \alpha}} / 2\right)$. Therefore, for large $n$

$$
\begin{align*}
1 / 2 & \leq \mathbb{P}\left(\bigcap_{k \leq \psi_{1}(\delta)}\left\{1 / 2 \leq n^{-1} \sum_{i \leq n} I\left(\varepsilon_{k}^{i}=-1\right)+\delta\right\}\right) \\
& =\mathbb{P}\left(1 / 2 \leq n^{-1} \sum_{i \leq n} I\left(\varepsilon_{1}^{i}=-1\right)+\delta\right)^{\psi_{1}(\delta)} \leq\left(1-\binom{n}{k_{0}} 2^{-n}\right)^{\psi_{1}(\delta)}, \tag{15}
\end{align*}
$$

where $k_{0}=[n / 2-\delta n]-1$. Using (??), we get

$$
2^{-\frac{1}{\psi_{1}(\delta)}} \leq 1-c n^{-\frac{1}{2}} \exp \left(-4 n \delta^{2}\right)
$$

Taking logarithm of both sides and taking into account that $\log (1-x) \leq-x$ we get (recall that $\left.\psi_{1}(\delta)=1 / 2 \exp \left(\delta^{-\frac{2}{1+2 \alpha}} / 2\right)\right)$

$$
\exp \left(-2^{-1} \delta^{-\frac{2}{1+2 \alpha}}\right) \geq c n^{-\frac{1}{2}} \exp \left(-4 n \delta^{2}\right)
$$

Therefore,

$$
1 /\left(2 \delta^{2 /(1+2 \alpha)}\right) \leq 4 n \delta^{2}+c \log n
$$

and

$$
1 / 2 \leq 4 n \delta^{4(1+\alpha) /(1+2 \alpha)}+c \delta^{2 /(1+2 \alpha)} \log n
$$

This finally implies that

$$
\delta \geq c n^{-\frac{1+2 \alpha}{4(1+\alpha)}}
$$

To prove the second statement note, first of all, that in the supremum $\sup _{f \in \mathcal{F}} L\left(F_{n, f}, F_{f}\right)$ it's enough to consider only those $k$ that satisfy the inequality

$$
2 \delta^{-1} \geq(2 \log (k+1))^{1 / 2+\alpha}
$$

because, for all other $k$ we automatically have

$$
\begin{equation*}
P\left(f_{k} \leq y\right) \leq P_{n}\left(f_{k} \leq y+\delta\right)+\delta, \quad P_{n}\left(f_{k} \leq y\right) \leq P\left(f_{k} \leq y+\delta\right)+\delta \tag{16}
\end{equation*}
$$

for all $y$. The above condition on $k$ is equivalent to

$$
k \leq \psi_{2}(\delta)=\exp \left(\frac{1}{2}\left(\frac{2}{\delta}\right)^{\frac{2}{1+2 \alpha}}\right)
$$

Let us notice that probability $P\left(f_{k} \leq y\right)$ can take one of three values $0,1 / 2$ or 1 . When it's equal to 0 or 1 , conditions (??) become trivial. On the other hand, if $P\left(f_{k} \leq y\right)=1 / 2$ then, obviously, (??) hold when $\left|n^{-1} \sum I\left(\varepsilon_{k}^{i}=-1\right)-1 / 2\right| \leq \delta$.

This observations imply that

$$
\begin{aligned}
& \mathbb{P}\left(L\left(F_{n, f}, F_{f}\right) \leq \delta\right) \geq \mathbb{P}\left(\bigcap_{k \leq \psi_{2}(\delta)}\left\{\left|\frac{1}{n} \sum_{i \leq n} I\left(\varepsilon_{k}^{i}=-1\right)-\frac{1}{2}\right| \leq \delta\right\}\right) \\
= & \mathbb{P}\left(\left|\frac{1}{n} \sum_{i \leq n} I\left(\varepsilon_{1}^{i}=-1\right)-\frac{1}{2}\right| \leq \delta\right)^{\psi_{2}(\delta)}=\left(1-\mathbb{P}\left(\left|\frac{1}{n} \sum_{i \leq n} I\left(\varepsilon_{1}^{i}=-1\right)-\frac{1}{2}\right| \leq \delta\right)\right)^{\psi_{2}(\delta)} \\
\geq & \left(1-2 e^{-2 n \delta^{2}}\right)^{\psi_{2}(\delta)} \rightarrow 1,
\end{aligned}
$$

when

$$
\psi_{2}(\delta) e^{-2 n \delta^{2}}=\exp \left(\frac{1}{2}\left(\frac{2}{\delta}\right)^{\frac{2}{1+2 \alpha}}-2 n \delta^{2}\right) \rightarrow 0
$$

This holds, for instance, when $\delta=n^{-(1+2 \alpha) / 4(1+\alpha)}$.

## 4 Bounding the generalization error of neural networks and other combined classifiers

In this section, we assume that $\tilde{S}:=S \times\{-1,1\}$ and $\tilde{\mathcal{F}}:=\{\tilde{f}: f \in \mathcal{F}\}$, where $\tilde{f}(x, y):=$ $y f(x)$. $P$ will denote the distribution of $(X, Y), P_{n}$ the empirical distribution based on the observations $\left(\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right)$. Clearly, we have

$$
G_{n}(\tilde{\mathcal{F}})=2 \sqrt{\pi} \mathbb{E} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{i=1}^{n} g_{i} Y_{i} f\left(X_{i}\right)\right|=2 \sqrt{\pi} \mathbb{E} \mathbb{E}_{g} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{i=1}^{n} \tilde{g}_{i} f\left(X_{i}\right)\right|,
$$

where $\tilde{g}_{i}:=Y_{i} g_{i}$. Since, for given $\left\{\left(X_{i}, Y_{i}\right)\right\},\left\{\tilde{g}_{i}\right\}$ and $\left\{g_{i}\right\}$ have the same distribution, we get

$$
\mathbb{E}_{g} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{i=1}^{n} \tilde{g}_{i} f\left(X_{i}\right)\right|=\mathbb{E}_{g} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{i=1}^{n} g_{i} f\left(X_{i}\right)\right|,
$$

which immediately implies $G_{n}(\tilde{\mathcal{F}})=G_{n}(\mathcal{F})$.
Theorem 1 now implies some useful bounds for boosting and other methods of combining the classifiers. Namely, we get in this case the following theorem that implies (and slightly improves) the recent bound of Schapire, Freund, Bartlett and Lee (1998).

Theorem 6 Let $\mathcal{F}:=\operatorname{conv}(\mathcal{H})$, where $\mathcal{H}$ is a class of measurable functions from $(S, \mathcal{A})$ into $[-1,1]$. For all $t>0$,

$$
\mathbb{P}\left\{\exists f \in \mathcal{F}: P\{\tilde{f} \leq 0\}>\inf _{\delta \in(0,1]}\left[P_{n} \varphi\left(\frac{\tilde{f}}{\delta}\right)+\frac{1}{\delta} \Delta_{n}(\mathcal{H} ; t)\right]\right\} \leq \exp \left\{-2 t^{2}\right\}
$$

and

$$
\begin{aligned}
& \mathbb{P}\left\{\exists f \in \mathcal{F}:\left|P_{n}\{\tilde{f} \leq 0\}-P\{\tilde{f} \leq 0\}\right|>\inf _{\delta \in(0,1]}\left[P_{n}\{|\tilde{f}| \leq \delta\}+\frac{1}{\delta} \Delta_{n}(\mathcal{H} ; t)\right]\right\} \leq 2 \exp \left\{-2 t^{2}\right\}, \\
& \mathbb{P}\left\{\exists f \in \mathcal{F}:\left|P_{n}\{\tilde{f} \leq 0\}-P\{\tilde{f} \leq 0\}\right|>\inf _{\delta \in(0,1]}\left[P\{|\tilde{f}| \leq \delta\}+\frac{1}{\delta} \Delta_{n}(\mathcal{H} ; t)\right]\right\} \leq 2 \exp \left\{-2 t^{2}\right\}
\end{aligned}
$$

Proof. Since $\mathcal{F}:=\operatorname{conv}(\mathcal{H})$, where $\mathcal{H}$ is a class of measurable functions from $(S, \mathcal{A})$ into $[-1,1]$, we have

$$
G_{n}(\mathcal{F})=2 \sqrt{\pi} \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}} \leq 2 \sqrt{\pi} \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{H}}=G_{n}(\mathcal{H}) .
$$

It follows that $G_{n}(\tilde{\mathcal{F}}) \leq G_{n}(\mathcal{H})$, and theorems 1 and 3 imply the result.
In voting methods of combining the classifiers (such as boosting, bagging, etc.), a classifier produced at each iteration is a convex combination $\hat{f} \in \operatorname{conv}(\mathcal{H})$ of simple base classifiers from the class $\mathcal{H}$. The first bound of Theorem 4 implies that for a given $\alpha \in(0,1)$ with probability at least $1-\alpha$

$$
P\{\tilde{\hat{f}} \leq 0\} \leq \inf _{\delta \in(0,1]}\left[P_{n}\{\tilde{\hat{f}} \leq \delta\}+\frac{1}{\delta} \Delta_{n}\left(\mathcal{H} ; \sqrt{\frac{1}{2} \log \frac{1}{\alpha}}\right)\right]
$$

In particular, if $\mathcal{H}$ is a VC-class of classifiers $h: S \mapsto\{-1,1\}$ (which means that the class of sets $\{\{x: h(x)=+1\}: h \in \mathcal{H}\}$ is a Vapnik-Chervonenkis class) with VC-dimension $V(\mathcal{H})$, we have with some constant $C>0$

$$
G_{n}(\mathcal{H}) \leq C \sqrt{\frac{V(\mathcal{H})}{n}}
$$

This implies that with probability at least $1-\alpha$

$$
P\{\tilde{\hat{f}} \leq 0\} \leq \inf _{\delta \in(0,1]}\left[P_{n}\{\tilde{\hat{f}} \leq \delta\}+\frac{1}{\delta}\left(C \sqrt{\frac{V(\mathcal{H})}{n}}+\frac{\sqrt{\frac{1}{2} \log \frac{1}{\alpha}}+4 \sqrt{2}}{\sqrt{n}}\right)\right]
$$

which slightly improves the bound obtained previously by Schapire, Freund, Bartlett and Lee (1998).

Example. In this example we consider a popular boosting algorithm called AdaBoost. At the beginning (at the first iteration) AdaBoost assigns uniform weights $w_{j}^{(1)}=n^{-1}$ to the labeled observations $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$. At each iteration the algorithm updates the weights. Let $w^{(k)}=\left(w_{1}^{(k)}, \ldots, w_{n}^{(k)}\right)$ denote the vector of weights at $k$-th iteration. Let $P_{n, w^{(k)}}$ be the weighted empirical measure on $k$-th iteration:

$$
P_{n, w^{(k)}}:=\sum_{i=1}^{n} w_{i}^{(k)} \delta_{\left(X_{i}, Y_{i}\right)} .
$$

AdaBoost calls iteratively a base learning algorithm (called "weak learner") that returns at $k$-th iteration a classifier $h_{k} \in \mathcal{H}$ and computes the weighted training error of $h_{k}$ :

$$
e_{k}:=P_{n, w^{(k)}}\left\{y \neq h_{k}\right\}
$$

(In fact, the weak learner attempts to find a classifier with small enough weighted training error, at least such that $\left.e_{k} \leq 1 / 2\right)$. Then the weights are updated according to the rule

$$
w_{j}^{(k+1)}:=\frac{w_{j}^{(k)} \exp \left\{-Y_{j} \alpha_{k} h_{k}\left(X_{j}\right)\right\}}{Z_{k}}
$$

where

$$
Z_{k}:=\sum_{j=1}^{n} w_{j}^{(k)} \exp \left\{-Y_{j} \alpha_{k} h_{k}\left(X_{j}\right)\right\}
$$

and

$$
\alpha_{k}:=\frac{1}{2} \log \frac{1-e_{k}}{e_{k}} .
$$

After $N$ iterations AdaBoost outputs a classifier

$$
\hat{f}(x):=\frac{\sum_{k=1}^{N} \alpha_{k} h_{k}(x)}{\sum_{k=1}^{N} \alpha_{k}}
$$

The above bounds, of course, apply to this classifier since $\hat{f} \in \operatorname{conv}(\mathcal{H})$. Another way to use Theorem 4 in this example to choose a decreasing function $\varphi$, satisfying all the conditions of the Theorem 4 and such that $\varphi(u) \leq e^{-u}$ for all $u \in \mathbb{R}$. It is easy to see that such a choice is possible. Let us also set

$$
\delta:=\frac{1}{\sum_{1}^{N} \alpha_{k}} \bigwedge 1
$$

Then it is not hard to check that

$$
\varphi\left(\frac{y \sum_{1}^{N} \alpha_{k} h_{k}(x)}{\delta \sum_{1}^{N} \alpha_{k}}\right) \leq \varphi\left(y \sum_{1}^{N} \alpha_{k} h_{k}(x)\right) \leq \exp \left\{-y \sum_{1}^{N} \alpha_{k} h_{k}(x)\right\}
$$

Therefore

$$
P_{n} \varphi\left(\frac{\tilde{\hat{f}}}{\delta}\right) \leq P_{n} \exp \left\{-y \sum_{1}^{N} \alpha_{k} h_{k}(x)\right\}
$$

A simple (and well known in the literature on boosting) computation shows that

$$
P_{n} \exp \left\{-y \sum_{1}^{N} \alpha_{k} h_{k}(x)\right\}=\prod_{k=1}^{N} 2 \sqrt{e_{k}\left(1-e_{k}\right)}
$$

We also have

$$
\sum_{k=1}^{N} \alpha_{k}=\log \prod_{k=1}^{N} \sqrt{\frac{1-e_{k}}{e_{k}}}
$$

It follows now from the first bound of Theorem 4 that with probability $1-e^{-2 t^{2}}$

$$
P\{\tilde{f} \leq 0\} \leq \prod_{k=1}^{N} 2 \sqrt{e_{k}\left(1-e_{k}\right)}+\log \prod_{k=1}^{N} \sqrt{\frac{1-e_{k}}{e_{k}}} \Delta_{n}(\mathcal{H} ; t)
$$

We turn now to the applications of the bounds of previous section in neural network learning. Let $\mathcal{H}$ be a class of measurable functions from $(S, \mathcal{A})$ into $\mathbb{R}$. Given a Borel function $\sigma$ from $\mathbb{R}$ into $[-1,1]$ and a vector $w:=\left(w_{1}, \ldots, w_{n}\right) \in \mathbb{R}^{n}$, let

$$
N_{\sigma, w}: \mathbb{R}^{n} \mapsto \mathbb{R}, N_{\sigma, w}\left(u_{1}, \ldots, u_{n}\right):=\sigma\left(\sum_{i=1}^{n} w_{j} u_{j}\right)
$$

We call the function $N_{\sigma, w}$ a neuron with weights $w$ and sigmoid $\sigma$. Given a neuron $N$, we denote $\sigma^{(N)}$ and $w^{(N)}$ its sigmoid and its vector of weights, respectively. For $w \in \mathbb{R}^{n}$,

$$
\|w\|_{\ell_{1}}:=\sum_{i=1}^{n}\left|w_{i}\right|
$$

Let $\sigma_{j}: j \geq 1$ be functions from $\mathbb{R}$ into $[-1,1]$, satisfying the Lipschitz conditions:

$$
\left|\sigma_{j}(u)-\sigma_{j}(v)\right| \leq L_{j}|u-v|, u, v \in \mathbb{R}
$$

Define $\mathcal{H}_{0}:=\mathcal{H}$, and then recursively

$$
\mathcal{H}_{j}:=\left\{N_{\sigma_{j}, w}\left(h_{1}, \ldots, h_{n}\right): n \geq 0, h_{i} \in \mathcal{H}_{j-1}, w \in \mathbb{R}^{n}\right\} \bigcup \mathcal{H}_{j-1} .
$$

We call $\mathcal{H}_{j}$ the class of feedforward neural networks with base $\mathcal{H}$ and $j$ layers of neurons. Denote

$$
\mathcal{H}_{\infty}:=\bigcup_{j=0}^{\infty} \mathcal{H}_{j} .
$$

Let $\left\{A_{j}\right\}$ be a sequence of positive numbers. We also define recursively classes of neural networks with restrictions on the weights of neurons:

$$
\begin{gathered}
\mathcal{H}_{j}\left(A_{1}, \ldots, A_{j}\right):= \\
:=\left\{N_{\sigma_{j}, w}\left(h_{1}, \ldots, h_{n}\right): n \geq 0, h_{i} \in \mathcal{H}_{j-1}\left(A_{1}, \ldots, A_{j-1}\right), w \in \mathbb{R}^{n},\|w\|_{\ell_{1}} \leq A_{j}\right\} \cup \\
\bigcup \mathcal{H}_{j-1}\left(A_{1}, \ldots, A_{j-1}\right) .
\end{gathered}
$$

Clearly,

$$
\mathcal{H}_{j}:=\bigcup\left\{\mathcal{H}_{j}\left(A_{1}, \ldots, A_{j}\right): A_{1}, \ldots, A_{j}<+\infty\right\} .
$$

We start with the following result.
Theorem 7 For all $t>0$ and for all $l \geq 1$

$$
\begin{aligned}
& \mathbb{P}\left\{\exists f \in \mathcal{H}_{l}\left(A_{1}, \ldots, A_{l}\right): P\{\tilde{f} \leq 0\}>\inf _{\delta \in(0,1]}\left[P_{n} \varphi\left(\frac{\tilde{f}}{\delta}\right)+\right.\right. \\
& \left.\left.+\frac{1}{\delta}\left(\prod_{k=1}^{l}\left(2 L_{j} A_{j}+1\right) G_{n}(\mathcal{H})+\frac{t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq \exp \left\{-2 t^{2}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{P}\{\exists f \in & \mathcal{H}_{l}\left(A_{1}, \ldots, A_{l}\right):\left|P_{n}\{\tilde{f} \leq 0\}-P\{\tilde{f} \leq 0\}\right|>\inf _{\delta \in(0,1]}\left[P_{n}\{|\tilde{f}| \leq \delta\}+\right. \\
& \left.\left.+\frac{1}{\delta}\left(\prod_{k=1}^{l}\left(2 L_{j} A_{j}+1\right) G_{n}(\mathcal{H})+\frac{t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq 2 \exp \left\{-2 t^{2}\right\} \\
\mathbb{P}\{\exists f \in & \mathcal{H}_{l}\left(A_{1}, \ldots, A_{l}\right):\left|P_{n}\{\tilde{f} \leq 0\}-P\{\tilde{f} \leq 0\}\right|>\inf _{\delta \in(0,1]}[P\{|\tilde{f}| \leq \delta\} \\
& \left.\left.+\frac{1}{\delta}\left(\prod_{k=1}^{l}\left(2 L_{j} A_{j}+1\right) G_{n}(\mathcal{H})+\frac{t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq 2 \exp \left\{-2 t^{2}\right\}
\end{aligned}
$$

Proof. We apply Theorem 1 and Theorem 3 to the class $\mathcal{F}=\mathcal{H}_{l}\left(A_{1}, \ldots, A_{l}\right)=: \mathcal{H}_{l}^{\prime}$, which gives for all $t>0$

$$
\mathbb{P}\left\{\exists f \in \mathcal{H}_{l}^{\prime}: P\{\tilde{f} \leq 0\}>\inf _{\delta \in(0,1)}\left[P_{n} \varphi\left(\frac{\tilde{f}}{\delta}\right)+\frac{1}{\delta}\left(G_{n}\left(\mathcal{H}_{l}^{\prime}\right)+\frac{t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq \exp \left\{-2 t^{2}\right\}
$$

Thus, it's enough to show that

$$
G_{n}\left(\mathcal{H}_{l}^{\prime}\right)=2 \sqrt{\pi} \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{H}_{l}^{\prime}} \leq \prod_{k=1}^{l}\left(2 L_{j} A_{j}+1\right) 2 \sqrt{\pi} \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{H}} .
$$

To this end, note that

$$
\begin{equation*}
\mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{H}_{l}^{\prime}} \leq \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{G}_{l}}+\mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{H}_{l-1}^{\prime}}, \tag{17}
\end{equation*}
$$

where

$$
\mathcal{G}_{l}:=\left\{N_{\sigma_{l}, w}\left(h_{1}, \ldots, h_{n}\right): n \geq 0, h_{i} \in \mathcal{H}_{l-1}\left(A_{1}, \ldots, A_{l-1}\right), w \in \mathbb{R}^{n},\|w\|_{\ell_{1}} \leq A_{l}\right\} .
$$

Consider two Gaussian processes

$$
Z_{1}(f):=n^{-1 / 2} \sum_{i=1}^{n} g_{i}\left(\sigma_{l} \circ f\right)\left(X_{i}\right)
$$

and

$$
Z_{2}(f):=L_{l} n^{-1 / 2} \sum_{i=1}^{n} g_{i} f\left(X_{i}\right)
$$

where

$$
f \in\left\{\sum_{i=1}^{n} w_{i} h_{i}: n \geq 0, h_{i} \in \mathcal{H}_{l-1}^{\prime}, w \in \mathbb{R}^{n},\|w\|_{\ell_{1}} \leq A_{l}\right\}=: \mathcal{G}_{l}^{\prime}
$$

We have

$$
\begin{aligned}
& \mathbb{E}_{g}\left|Z_{1}(f)-Z_{1}(h)\right|^{2}=n^{-1} \sum_{i=1}^{n} \mid \sigma_{l}\left(f\left(X_{i}\right)-\left.\sigma_{l}\left(h\left(X_{i}\right)\right)\right|^{2} \leq\right. \\
& \leq L_{l}^{2} n^{-1} \sum_{i=1}^{n}\left|f\left(X_{i}\right)-h\left(X_{i}\right)\right|^{2}=\mathbb{E}_{g}\left|Z_{2}(f)-Z_{2}(h)\right|^{2}
\end{aligned}
$$

By Slepian's Lemma (see Ledoux and Talagrand (1991)), we get

$$
\begin{align*}
\mathbb{E}_{g}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{G}_{l}} & =n^{-1 / 2} \mathbb{E}_{g}\left\|Z_{1}\right\|_{\mathcal{G}_{l}^{\prime}} \\
& \leq 2 n^{-1 / 2} \mathbb{E}_{g}\left\|Z_{2}\right\|_{\mathcal{G}_{l}^{\prime}}=2 L_{l} \mathbb{E}_{g}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{G}_{l}^{\prime}} \tag{18}
\end{align*}
$$

Since $\mathcal{G}_{l}^{\prime}=A_{l} \operatorname{conv}\left(\mathcal{H}_{l-1}\right)$, we get

$$
\begin{equation*}
\mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{G}_{l}^{\prime}}=A_{l} \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{H}_{l-1}} . \tag{19}
\end{equation*}
$$

It follows from the bounds (17)-(19) that

$$
\mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{H}_{l}} \leq\left(2 L_{l} A_{l}+1\right) \mathbb{E}\left\|n^{-1} \sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{H}_{l-1}} .
$$

The result now follows by induction.

Remark. Bartlett (1998) obtained a bound similar to the first inequality of Theorem 7 for a more special class $\mathcal{H}$ and with larger constants. In the case when $A_{j} \equiv A, L_{j} \equiv L$ (the case considered by Bartlett) the expression in the right hand side of his bound includes $\frac{(A L)^{l(l+1) / 2}}{\delta^{l}}$, which is replaced in our bound by $\frac{(A L)^{l}}{\delta}$. These improvement can be substantial in applications, since the above quantities play the role of complexity penalties.

Given a neural network $f \in \mathcal{H}_{\infty}$, let

$$
\ell(f):=\min \left\{j \geq 1: f \in \mathcal{H}_{j}\right\} .
$$

Let $\left\{b_{k}\right\}$ be a sequence of nonnegative numbers. For a number $k, 1 \leq k \leq \ell(f)$, let $\mathcal{N}_{k}(f)$ denote the set of all neurons of layer $k$ (with sigmoid $\sigma_{k}$ ) in the representation of $f$. Denote

$$
W_{k}(f):=\max _{N \in \mathcal{N}_{k}(f)}\left\|w^{(N)}\right\|_{\ell_{1}} \bigvee b_{k}, k=1,2, \ldots, \ell(f)
$$

and let

$$
\begin{gathered}
\Lambda(f):=\prod_{k=1}^{\ell(f)}\left(4 L_{k} W_{k}(f)+1\right), \\
\Gamma_{\alpha}(f):=\sum_{k=1}^{\ell(f)} \sqrt{\frac{\alpha}{2} \log \left(2+\left|\log _{2} W_{k}(f)\right|\right)},
\end{gathered}
$$

where $\alpha>0$ is a number such that $\zeta(\alpha)<3 / 2, \zeta$ being the Riemann zeta-function:

$$
\zeta(\alpha):=\sum_{k=1}^{\infty} k^{-\alpha}
$$

Theorem 8 For all $t>0$ and for all $\alpha>0$ such that $\zeta(\alpha)<3 / 2$, the following bounds hold:

$$
\begin{gathered}
\mathbb{P}\left\{\exists f \in \mathcal{H}_{\infty}: P\{\tilde{f} \leq 0\}>\inf _{\delta \in(0,1)}\left[P_{n} \varphi\left(\frac{\tilde{f}}{\delta}\right)+\right.\right. \\
\left.\left.+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq(3-2 \zeta(\alpha))^{-1} \exp \left\{-2 t^{2}\right\}
\end{gathered}
$$

and

$$
\begin{gathered}
\mathbb{P}\left\{\exists f \in \mathcal{H}_{\infty}:\left|P_{n}\{\tilde{f} \leq 0\}-P\{\tilde{f} \leq 0\}\right|>\inf _{\delta \in(0,1]}\left[P_{n}\{|\tilde{f}| \leq \delta\}+\right.\right. \\
\left.\left.+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq 2(3-2 \zeta(\alpha))^{-1} \exp \left\{-2 t^{2}\right\},
\end{gathered}
$$

$$
\begin{gathered}
\mathbb{P}\left\{\exists f \in \mathcal{H}_{\infty}:\left|P_{n}\{\tilde{f} \leq 0\}-P\{\tilde{f} \leq 0\}\right|>\inf _{\delta \in(0,1]}[P\{|\tilde{f}| \leq \delta\}+\right. \\
\left.\left.+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq 2(3-2 \zeta(\alpha))^{-1} \exp \left\{-2 t^{2}\right\} .
\end{gathered}
$$

Proof. Denote

$$
\Delta_{k}:= \begin{cases}{\left[2^{k-1}, 2^{k}\right)} & \text { for } k \in \mathbb{Z}, k \neq 0,1 \\ {[1 / 2,2)} & \text { for } k=1 .\end{cases}
$$

The conditions $\ell(f)=l$ and

$$
W_{j}(f) \in \Delta_{k_{j}}, k_{j} \in \mathbb{Z} \backslash\{0\}, j=1, \ldots, l
$$

easily imply that

$$
\begin{gathered}
\Lambda(f) \geq \prod_{j=1}^{l}\left(2 L_{j} 2^{k_{j}}+1\right) \\
\Gamma_{\alpha}(f) \geq \sum_{j=1}^{l} \sqrt{\frac{\alpha}{2} \log \left(\left|k_{j}\right|+1\right)}
\end{gathered}
$$

and also that

$$
f \in \mathcal{H}_{l}\left(2^{k_{1}}, \ldots, 2^{k_{l}}\right)
$$

Therefore, the following bounds hold:

$$
\begin{aligned}
& \mathbb{P}\left\{\exists f \in \mathcal{H}_{\infty}: P\{\tilde{f} \leq 0\}>\inf _{\delta \in(0,1)}\left[P_{n} \varphi\left(\frac{\tilde{f}}{\delta}\right)+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq \\
& \leq \sum_{l=0}^{\infty} \sum_{k_{1} \in \mathbb{Z} \backslash\{0\}} \ldots \sum_{k_{l} \in \mathbb{Z} \backslash\{0\}} \mathbb{P}\left\{\exists f \in \mathcal{H}_{\infty} \bigcap\left\{f: \ell(f)=l, W_{j}(f) \in \Delta_{k_{j}}, j=1, \ldots, l\right\}:\right. \\
& \left.P\{\tilde{f} \leq 0\}>\inf _{\delta \in(0,1)}\left[P_{n} \varphi\left(\frac{\tilde{f}}{\delta}\right)+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq \\
& \leq \sum_{l=0}^{\infty} \sum_{k_{1} \in \mathbb{Z} \backslash\{0\}} \ldots \sum_{k_{l} \in \mathbb{Z} \backslash\{0\}} \mathbb{P}\left\{\exists f \in \mathcal{H}_{l}\left(2^{k_{1}}, \ldots, 2^{k_{l}}\right): P\{\tilde{f} \leq 0\}>\inf _{\delta \in(0,1)}\left[P_{n} \varphi\left(\frac{\tilde{f}}{\delta}\right)+\right.\right. \\
& \left.\left.\quad+\frac{1}{\delta}\left(\prod_{j=1}^{l}\left(2 L_{j} 2^{k_{j}}+1\right) G_{n}(\mathcal{H})+\frac{\sum_{j=1}^{l} \sqrt{\frac{\alpha}{2} \log \left(\left|k_{j}\right|+1\right)}+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} .
\end{aligned}
$$

Using the first bound of Theorem 7, we obtain

$$
\begin{aligned}
\mathbb{P}\{\exists f & \in \mathcal{H}_{l}\left(2^{k_{1}}, \ldots, 2^{k_{l}}\right): P\{\tilde{f} \leq 0\}>\inf _{\delta \in(0,1)}\left[P_{n} \varphi\left(\frac{\tilde{f}}{\delta}\right)+\right. \\
& \left.\left.+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq
\end{aligned}
$$

$$
\begin{gathered}
\leq \sum_{l=0}^{\infty} \sum_{k_{1} \in \mathbb{Z} \backslash\{0\}} \ldots \sum_{k_{l} \in \mathbb{Z} \backslash\{0\}} \exp \left\{-2\left(\sum_{j=1}^{l} \sqrt{\frac{\alpha}{2} \log \left(\left|k_{j}\right|+1\right)}+t\right)^{2}\right\} \leq \\
\leq \sum_{l=0}^{\infty} \sum_{k_{1} \in \mathbb{Z}\{\{0\}} \ldots \sum_{k_{l} \in \mathbb{Z} \backslash\{0\}} \exp \left\{-\sum_{j=1}^{l} \alpha \log \left(\left|k_{j}\right|+1\right)-2 t^{2}\right\}= \\
=\sum_{l=0}^{\infty} \sum_{k_{1} \in \mathbb{Z} \backslash\{0\}} \ldots \sum_{k_{l} \in \mathbb{Z} \backslash\{0\}} \prod_{j=1}^{l}\left(\left|k_{j}\right|+1\right)^{-\alpha} \exp \left\{-2 t^{2}\right\}= \\
=\sum_{l=0}^{\infty} \prod_{j=1}^{l}\left(2 \sum_{k=2}^{\infty} k^{-\alpha}\right) \exp \left\{-2 t^{2}\right\}=\sum_{l=0}^{\infty}[2(\zeta(\alpha)-1)]^{l} \exp \left\{-2 t^{2}\right\}= \\
=(3-2 \zeta(\alpha))^{-1} \exp \left\{-2 t^{2}\right\}
\end{gathered}
$$

which yields the first bound of the theorem. Two other bounds are proved quite similarly.
It follows, in particular, that for any classifier $\hat{f} \in \mathcal{H}_{\infty}$, based on the data $\left(X_{1}, \ldots, X_{n}\right)$, we have

$$
\begin{gathered}
\mathbb{P}\left\{P\{\tilde{\hat{f}} \leq 0\}>\inf _{\delta \in(0,1]}\left[P_{n} \varphi\left(\frac{\tilde{\hat{f}}}{\delta}\right)+\right.\right. \\
\left.\left.+\frac{1}{\delta}\left(\Lambda(\tilde{\hat{f}}) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(\hat{f})+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq(3-2 \zeta(\alpha))^{-1} \exp \left\{-2 t^{2}\right\}, t>0
\end{gathered}
$$

Next we consider a method of complexity penalization in neural network learning based on the penalties that depend on $\ell_{1}$-norms of the vectors of weights of the neurons.

Suppose that $\check{f}$ is the neural network from $\mathcal{F} \subset \mathcal{H}_{\infty}$ that minimizes the penalized empirical distribution of the margin:

$$
\begin{gathered}
\check{f}:=\operatorname{argmin}_{f \in \mathcal{F}} \inf _{\delta \in(0,1]}\left[P_{n}(\{f \leq \delta\})+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)}{\sqrt{n}}\right)\right]= \\
=\operatorname{argmin}_{f \in \mathcal{F}}\left[P_{n}(\{f \leq 0\})+\inf _{\delta \in(0,1]} \hat{\pi}_{n}(f ; \delta)\right]
\end{gathered}
$$

where the quantity

$$
\hat{\pi}_{n}(f ; \delta):=P_{n}(\{0<f \leq \delta\})+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)}{\sqrt{n}}\right)
$$

plays the role of complexity penalty. We define a distribution dependent version of this data dependent penalty as

$$
\pi_{n}(f ; \delta):=P(\{0<f \leq 2 \delta\})+\frac{2}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)}{\sqrt{n}}\right) .
$$

The next result is a "oracle inequality" that shows that the estimate $\check{f}$ obtained by the above method posses some optimality property (see Barron, Birgé and Massart (1999) for a general approach to penalization and oracle inequalities in nonparametric statistics).

Theorem 9 For all $t>0$ and for all $\alpha>0$ with $\zeta(\alpha)<3 / 2$, the following bounds hold:

$$
\mathbb{P}\left\{P\{\tilde{\tilde{f}} \leq 0\}>\inf _{f \in \mathcal{F}}\left[P_{n}\{f \leq 0\}+\inf _{\delta \in(0,1]}\left(\hat{\pi}_{n}(f ; \delta)+\frac{1}{\delta} \frac{t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq(3-2 \zeta(\alpha))^{-1} \exp \left\{-2 t^{2}\right\}
$$

and

$$
\begin{aligned}
& \mathbb{P}\left\{P\{\tilde{f} \leq 0\}-\inf _{g \in \mathcal{F}} P\{\tilde{g} \leq 0\}>\inf _{f \in \mathcal{F}}\left[P\{\tilde{f} \leq 0\}-\inf _{g \in \mathcal{F}} P\{\tilde{g} \leq 0\}+\right.\right. \\
& \\
& \left.\left.+\inf _{\delta \in(0,1]}\left(\hat{\pi}(f ; \delta)+\frac{2}{\delta} \frac{t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq 2(3-2 \zeta(\alpha))^{-1} \exp \left\{-2 t^{2}\right\}
\end{aligned}
$$

Proof. The first bound follows from Theorem 8 and the definition of the estimate $\tilde{f}$. To prove the second bound, we repeat the proof of Theorem 1 to show that for any class $\mathcal{F}^{\prime}$

$$
\begin{aligned}
\mathbb{P}\left\{\exists f \in \mathcal{F}^{\prime} \exists \delta \in(0,1]: P_{n}\{\tilde{f} \leq\right. & \left.\delta\}>\left[P \varphi\left(\frac{\tilde{f}-\delta}{\delta}\right)+\frac{1}{\delta}\left(G_{n}\left(\mathcal{F}^{\prime}\right)+\frac{t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq \\
& \leq \exp \left\{-2 t^{2}\right\} .
\end{aligned}
$$

The class $\mathcal{G}$ in this proof is now defined as

$$
\mathcal{G}:=\left\{t \varphi\left(\frac{\tilde{f}-t}{t}\right): f \in \mathcal{F}^{\prime}, t \in(0,1]\right\} .
$$

The argument that led to Theorems 7 and 8 shows that

$$
\begin{gathered}
\mathbb{P}\left\{\exists f \in \mathcal{F} \exists \delta \in(0,1]: P_{n}\{\tilde{f} \leq \delta\}>[P\{\tilde{f} \leq 2 \delta\}+\right. \\
\left.\left.+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)}{\sqrt{n}}+\frac{t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq(3-2 \zeta(\alpha))^{-1} \exp \left\{-2 t^{2}\right\} .
\end{gathered}
$$

If now

$$
\begin{aligned}
& \inf _{f \in \mathcal{F}} \inf _{\delta \in(0,1]}\left[P_{n}(\{\tilde{f} \leq \delta\})+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]> \\
& >\inf _{f \in \mathcal{F}} \inf _{\delta \in(0,1]}\left[P\{\tilde{f} \leq 2 \delta\}+\frac{2}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]
\end{aligned}
$$

then

$$
\exists f \in \mathcal{F} \exists \delta \in(0,1]: P_{n}\{\tilde{f} \leq \delta\}>\left[P\{\tilde{f} \leq 2 \delta\}+\frac{1}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]
$$

Combining this with the first bound gives

$$
\begin{gathered}
\mathbb{P}\left\{P\{\tilde{\tilde{f}} \leq 0\}>\inf _{f \in \mathcal{F}} \inf _{\delta \in(0,1)}[P\{\tilde{f} \leq 2 \delta\}+\right. \\
\left.\left.+\frac{2}{\delta}\left(\Lambda(f) G_{n}(\mathcal{H})+\frac{\Gamma_{\alpha}(f)+t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq 2(3-2 \zeta(\alpha))^{-1} \exp \left\{-2 t^{2}\right\}
\end{gathered}
$$

which implies the result.

Finally, it is worth mentioning that the theorems of Section 1 can be applied also to bounding the generalization error in multiclass problems. Namely, we assume that the labels take values in a finite set $\mathcal{Y}$ with $\operatorname{card}(\mathcal{Y})=: L$. Consider a class $\tilde{\mathcal{F}}$ of functions from $\tilde{S}:=S \times \mathcal{Y}$ into $\mathbb{R}$. A function $f \in \tilde{\mathcal{F}}$ predicts a label $y \in \mathcal{Y}$ for an example $x \in S$ iff

$$
f(x, y)>\max _{y^{\prime} \neq y} f\left(x, y^{\prime}\right) .
$$

The margin of an example $(x, y)$ is defined as

$$
m_{f}(x, y):=f(x, y)-\max _{y^{\prime} \neq y} f\left(x, y^{\prime}\right)
$$

so $f$ misclassifies the example $(x, y)$ iff $m_{f}(x, y) \leq 0$. Let

$$
\mathcal{F}:=\{f(\cdot, y): y \in \mathcal{Y}, f \in \tilde{\mathcal{F}}\} .
$$

The next result follows from Theorem 1.
Theorem 10 For all $t>0$,

$$
\mathbb{P}\left\{\exists f \in \tilde{\mathcal{F}}: P\left\{m_{f} \leq 0\right\}>\inf _{\delta \in(0,1]}\left[P_{n}\left\{m_{f} \leq \delta\right\}+\frac{1}{\delta}\left(L^{2} G_{n}(\mathcal{F})+\frac{t+4 \sqrt{2}}{\sqrt{n}}\right)\right]\right\} \leq \exp \left\{-2 t^{2}\right\}
$$

To prove the theorem, we use the following easy lemma. For a class of functions $\mathcal{H}$ we will denote by

$$
\mathcal{H}^{(l)}=\left\{\max \left(h_{1}, \ldots, h_{l}\right): h_{1}, \ldots, h_{l} \in \mathcal{H}\right\} .
$$

Lemma 1 The following bound holds:

$$
\mathbb{E}\left\|\sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{H}^{(l)}} \leq l \mathbb{E}\left\|\sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{H}} .
$$

Proof. Let us consider classes of functions $\mathcal{F}_{1}, \mathcal{F}_{2}$ and

$$
\mathcal{F}=\left\{\max \left(f_{1}, f_{2}\right): f_{1} \in \mathcal{F}_{1}, f_{2} \in \mathcal{F}_{2}\right\} .
$$

Since

$$
\max \left(f_{1}, f_{2}\right)=\frac{1}{2}\left(\left|f_{1}+f_{2}\right|+\left|f_{1}-f_{2}\right|\right)
$$

we have

$$
\begin{aligned}
& \mathbb{E}\left\|\sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|\left\|_{\mathcal{F}} \leq \frac{1}{2} \mathbb{E} \sup _{\mathcal{F}_{1}, \mathcal{F}_{2}}\left|\sum_{i=1}^{n} g_{i}\right| f_{1}\left(X_{i}\right)+f_{2}\left(X_{i}\right)\right\|+ \\
& \frac{1}{2} \mathbb{E} \sup _{\mathcal{F}_{1}, \mathcal{F}_{2}}\left|\sum_{i=1}^{n} g_{i}\right| f_{1}\left(X_{i}\right)-f_{2}\left(X_{i}\right) \| \leq \frac{1}{2} \mathbb{E} \sup _{\mathcal{F}_{1}, \mathcal{F}_{2}}\left|\sum_{i=1}^{n} g_{i}\left(f_{1}\left(X_{i}\right)+f_{2}\left(X_{i}\right)\right)\right| \\
& +\frac{1}{2} \mathbb{E} \sup _{\mathcal{F}_{1}, \mathcal{F}_{2}}\left|\sum_{i=1}^{n} g_{i}\left(f_{1}\left(X_{i}\right)-f_{2}\left(X_{i}\right)\right)\right| \leq \mathbb{E}\left\|\sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}_{1}}+\mathbb{E}\left\|\sum_{i=1}^{n} g_{i} \delta_{X_{i}}\right\|_{\mathcal{F}_{2}} .
\end{aligned}
$$

The statement of lemma follows by induction over $l$.
Proof of Theorem 10. We have the following bounds:

$$
\begin{gathered}
\mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} m_{f}\left(X_{j}, Y_{j}\right)\right|=\mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} \sum_{y \in \mathcal{Y}} m_{f}\left(X_{j}, y\right) I_{\left\{Y_{j}=y\right\}}\right| \leq \\
\leq \sum_{y \in \mathcal{Y}} \mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} m_{f}\left(X_{j}, y\right) I_{\left\{Y_{j}=y\right\}}\right| \leq \\
\leq \frac{1}{2} \sum_{y \in \mathcal{Y}} \mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} m_{f}\left(X_{j}, y\right)\left(2 I_{\left\{Y_{j}=y\right\}}-1\right)\right|+\frac{1}{2} \sum_{y \in \mathcal{Y}} \mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} m_{f}\left(X_{j}, y\right)\right| \cdot
\end{gathered}
$$

Denote $\sigma_{j}(y):=2 I_{\left\{Y_{j}=y\right\}}-1$. Given $\left\{\left(X_{j}, Y_{j}\right): 1 \leq j \leq n\right\}$, the random variables $\left\{g_{j} \sigma_{j}(y)\right.$ : $1 \leq j \leq n\}$ are i.i.d. normal. Hence, we have

$$
\begin{gathered}
\mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} m_{f}\left(X_{j}, y\right)\left(2 I_{Y_{j}=y}-1\right)\right|=\mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} \sigma_{j}(y) m_{f}\left(X_{j}, y\right)\right|= \\
=\mathbb{E} \mathbb{E}_{g} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} \sigma_{j}(y) m_{f}\left(X_{j}, y\right)\right|=\mathbb{E} \mathbb{E}_{g} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} m_{f}\left(X_{j}, y\right)\right|= \\
=\mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} m_{f}\left(X_{j}, y\right)\right|
\end{gathered}
$$

Therefore, we have

$$
\mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} m_{f}\left(X_{j}, Y_{j}\right)\right| \leq \sum_{y \in \mathcal{Y}} \mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} m_{f}\left(X_{j}, y\right)\right| .
$$

Next, using Lemma 1, we get for all $y \in \mathcal{Y}$

$$
\begin{gathered}
\mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} m_{f}\left(X_{j}, y\right)\right| \leq \mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} f\left(X_{j}, y\right)\right|+\mathbb{E} \sup _{f \in \tilde{\mathcal{F}}}\left|n^{-1} \sum_{j=1}^{n} g_{j} \max _{y^{\prime} \neq y} f\left(X_{j}, y^{\prime}\right)\right| \leq \\
\leq \mathbb{E} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{j=1}^{n} g_{j} f\left(X_{j}\right)\right|+\mathbb{E} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{j=1}^{n} g_{j} f\left(X_{j}\right)\right| \leq \\
\leq L \mathbb{E} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{j=1}^{n} g_{j} f\left(X_{j}\right)\right|,
\end{gathered}
$$

and the result follows from the above bounds and from Theorem 1.
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